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It is proved that the Jost function of a central, momentum-dependent, S-state interaction is equal to 
the ratio of the Fredholm determinant of the kernel of the integral equation for the outgoing scattering 
solution in the momentum space representation to that of the regular solution in the same representa­
tion. This proof of the expected result is more general than that given by Warke and Bhaduri for a non­
local interaction. 

I. INTRODUCTION 

Jost and Pais! proved that the "Jost function" of 
a central, local potential is equal to the Fredholm 
determinant of the kernel of the integral equation 
for the outgoing scattering solution 1/1+ of the 
Schr6dinger equation. This result, valid only for 
S-state interactions, was later generalized by New­
ton2 ,3 to the higher partial waves as well as for 
local, noncentral potentials. Recently, these deri­
vations have been extended for the nQnlocal, central, 
S-state interaction by Warke and Bhaduri4 and to 
the higher partial waves and for the nonlocal ten­
sor forces by Singh and Warke. 5 It is found that 
the Jost function for a nonlocal potential differs 
from the Fredholm determinant of the 1/1+ solution 
by a real, k2 -dependent factor. This factor gives 
rise to the redundant zeros of the J ost function for 
positive imaginary values of k which do not corre­
spond to bound states. 

The momentum-dependent one-boson exchange nu­
cleon-nucleon potentials and phenomenological 
momentum-dependent potentials are being used in 
the problems of nuclear physics. These potentials 
reproduce experimental phase shifts up to 350 
MeV. Therefore, it would be useful to investigate 
the general form of the Jost function for a momen­
tum-dependent potential. Contrary to local and 
nonlocal interactions, in this case, the Wronskian of 
two independent solutions of the Schr6din~er equa­
tion at r = 0 is not equal to that at r = 00. More­
over, the momentum-dependent interaction U does 
not commute with the radial wavefunction. Because 
of these two reasons, the usual derivations quoted 
above are not applicable. One has to investigate a 
new approach to find out the general form of the 
Jost function in this case. In this paper we prove 
that the Jost function for a central, momentum­
dependent, S-state interaction is equal to the ratio 
of the Fredholm determinant of the kernel of the 
integral equation in the momentum space repre­
sentation of the ,1,+ solution to that of the regular 
solution 1> in the same representation. 

ll. DERIVATION OF THE JOST FUNCTION AND 
DISCUSSION 

For reasons of Simplicity, the proof given here is 
restricted only for the S - state Jost function. Let 
the central momentum-dependent nucleon-nucleon 
interaction be yU, where 

U = [p 2w(r) + w(r)p2]/m == /i2V(r)/m, (1) 

where (d2w(r) d2 dw(r) i'\ 
VCr) = - dr2 + 2w(r) dr2 + 2 dr di)' 

m being the nucleon mass,p the relative momen­
tum, and the radial part w (r); its first and second 
derivatives go to zero as r -700. The notations 

1 

used in this paper are close to that in Newton's 
book.5 Let us introduce the various solutions of the 
Schr6dinger equation 

(k2+fr~-YV(r»)1/I=0. (2) 

The outgOing scattering solution is 

l/I+(r) = 1/1 oCr) + 'I f G +(r, r') V(r')1/I +(r')dr', (3) 
where 

1/1 oCr) = sinkr 
and 

G+(r,r') = - sinkr< exp(ikr»/k. (4) 

The regular solution which obeys the boundary con­
ditions 

1>(r=O) =0 and ~Iy=o=l (5) 

is given by 

1>(r) = 1>o(r) +yIG(r,r')V(r')1>(r')dr', (6) 
where 

¢o(r) = sinkr/k 

G(r,r') = ~ si~k(r - r')/k for r' :s r 
otherwise 

Finally, the Jost solutions of (2) have the form 

(7) 

j±(r) = f6(r) + 'II G(r, r') V(r')j±(r')dr', (8) 
where 

f6(r) = e ±ilw and G (r, r') = G(r', r). (9) 

These solutions satisfy the boundary conditions 

e Tikrj±(r) -7 1 as r -7 00. (10) 

Note that, in Eqs. (3)-(10) and what follows in this 
section, we suppress the k subscript to the various 
solutions and their Green's functions. The Jost 
functionsj±(k) are defined to be the values of the 
Jost solutions ft(r) at r = O. 

Let the Wronskian of two independent solutions f 
and g of (2) be 

[j] ( )~ c!.&l W ,g =fr dr -g(r) dr • (11) 

From (1), (2), and (11) it is easy to show that 

[1 + 2yw(r)]W[j,g] = [1 + 2yw(r = O)]W[j,g]y=o' 
(12) 

H we let r -7 co in (12), we obtain a relation 

w[j,g ]Y-+oo = [1 + 2yw(0) ]W[j,g ly::o, 
from which it follows that 

W[j+,r]r-+oo = [1 + 2yw(O)]w[j+,r] ... =0 = - 2ik. 
(13) 

Copyright © 1972 by the American Institute of Physics 



                                                                                                                                    

2 CHI N D H U S. WAR K E 

The physical interpretation of Eq. (13) is that the 
flux at r = OO,described by the Jost solution f+(r) , 
is [1 + 2yw(0)] times its flux at r = O. In the case 
of a repulsive, momentum-dependent interaction, 
yw(O) > 0, the flux increases as the scattered par­
ticles are separated apart, and reaches its maxi­
mum value as r ~ 00. Before we proceed to the 
derivation of the Jost function, let us find out rela­
tions between the various solutions. The regular 
solution cp (r), being the solution of the same second­
order differential equation whose two independent 
solutions are f ± (r) ,can in general be written as a 
linear combination of j± (r). Its coefficients can 
easily be found by using (12) and (13). The expres­
sion for cp (r) thus obtained is 

Comparing the asymptotic form of the integral 
equation (5) of cp(r) and that of (14), one obtains 

[1 + 2yw(0)]j±(k) == 1 + Yfooo e±ikrV(r)cp(r)dr. (15) 

Similarly, from the comparison of the asymptotic 
forms of (14) and (3) it follows that 

1J;+(r) == kcp(r)[l + 2yw(0)]-1/f+(k), (16) 

and that the scattering matrix S(k) ==r(k)/f+(k). 
The interacting Green's functions are the solutions 
of the following differential equation: 

(;22 + k 2 - yV(r») S(r, r') == oCr - r'). (17) 

The Green's function for outgoing boundary con­
dition g+(r, r'), satisfies the following conditions: 

(a) g+(r, r') == 0 at r == 0; and ~ e ikrg(r') 

as r ~ 00. 

(b) It is continuous at r == r' and satisfies 

, dS(r,r') I r' + E 
[1+2yw(r)] d ' ==lasE~O. r r - E 

Using the known solutions of Eq. (2) along with 
their Wronskians (12) and (13), it is straightforward 
to show that the required solution of (17) is 

8+(r,r') == - [1 + 2/,w(0)]-lcp(r)t+(r)/j+(k). (18) 

The Green's function 8 (r, r') corresponding to the 
noninteracting G(r, r') given by (7) also satisfies 
condition (b). However, instead of (a), it is 8(r, r') == 
o for r' ~ r. Knowing 8+(r,r') in (18) and that cJ>(r) 
andj±(r) are the solutions of (2), it is easy to see 
that 

S (r, r') 
_ ~ [1 + 2yw(O)]-1[cp(r)f+(r') - cp(r')f+(r)] for r ~ r' 
- I 0 for r < r: (19) 

Via (14), it can also be written in a suitable form 

(> (r r') == j [!+(r}f-(r') - f+(r')j"(r) ]/2ik 
,,\ , I 0 for r < r'. 
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for r ~ r' 
(20) 

Another formal solution of (17) for 8 (r, r') is 

g(r,r') == G(r,r') + yfG(r,r") V(r") 8 (r",r')dr" 

== G(r,r') +yIG(r,r")V(r")G(r",r')dr" 

+ 1'2 I G(r, r") V(r")G(r", r"') V(r'" )G(r''', r')dr" dr'll. 

+ ... 

It is to be observed that 

J G(r, r") V(rl/)G(r", r') 

== IG(r",r)V(r")G(r',r")dr" 

(21) 

+ {2(Ll(r")W[G(r ll ,r),GV,r"1} :::~. (22) 

The second term on the right-hand side of (22) 
vanishes because w(r'/) == 0 as r'l ~ 00 and G(r" == 
0, r) == O. Substituting (22) in (21), one obtains 

g(r'r) == G(r,r') + yfG(r,r")V(r"}S(rl,r")dr" (23) 

In deriving (23), rand r' in (21) are interchanged 
and Eq. (9) is used. Thus, from (23), the interacting 
Green's function S(r, r'), corresponding to G(r, r') 
is related to 8 (r, r') in the following way: 

S (r, rl) = 9 (r' , r). (24) 

Differentiating both the sides of (15) with respect 
to y, one gets 

[1 + 2yw(0)] df;Jk) + 2w(0)j+(k) 

= 1000 

e ikr V(r)cp(r)dr + y foo e ikr VCr) d~(r) dr. 
o I' (25) 

From (5), 

cp(r) = (rl(l- y GV)-lcpo), 

d~t) = (rl(1- yGV)-2GVCPo) 

== (rl (1 - yGV)-lGVcp) 

= (rISV<t». (26) 

In the last step of the derivation of (26), Eq. (21) is 
used. Let us simplify the second term of (25): 

f.00 eikr V(r) dp(r) dr 
. 0 dy 

= foo e ikr V(r)S (r, r') V(r')cp(r')drdr' 
o 

= to cp(r')V(r')S(r,r')V(r)eikrdrdr' 
. 0 

+ 2w(0)[1 + 2/,(...(0) ]-1.r
00 

cp(r) V(r)e ikrdr. 
o (27) 

In deriving (27), the following relations are used 
which can easily be checked using Eqs. (12)- (14), 
(19), and (20): 

fooo eikrV(r)S(r,r')dr = foOOg(r,r')V(r)eikrdr, (28) 

and 

Joo 00 

o g(r,r')V(r')cp(r')dr' = fo cp(r')V(r')S(r,r')dr' 

+ 2w(0)[1 + 2yw(O)]-lcp(r). (29) 
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Similarly, it can be seen that 

fooo eikrV(r)¢(r)dr = fooocf>(r)V(r)eikrdr + 2w(0).(30) 

Substitution of (27) and (30) in Eq. (25) gives 

[1 + 2yw(0)] df;;k) + 2w(0)J+(k) 

= fooo ¢(r) VCr) ~ ikr + y fooo S(r'r) V(r')e ikr' dr')dr 

+ 2w(O) + 2yw(O)(l + 2yw(0)]-1 

x fooo ¢(r)V(r)eikrdr. (31) 

From (8), (23), and (24) it follows that 

f+(r) = e ikr + yJoo S(r,r') V(r')e ikr'dr'. (32) o 

One could also rewrite: 

JOO cf>(r)V(r)eikrdr = JOG eikrV(r)¢(r)dr - 2,,-,(0). 
o 0 (33) 

Via (15), (32), and (33), Eq. (31) could be put into its 
simpler form 

[1 + 2yw(0)] df;;k) = fooo,cf>(r) V(r)J+(r)dr. (34) 

In order to solve (34) for J+(k) , let us convert it 
from r-space to the momentum space representa­
tion. A complete set of momentum states 1/Ip (r) to 
be used are 

!J;p(r) = ff!i sinpr. (35) 

In terms of these basis states, the following rela­
tion between (p j S+ I p') and (p IS 1 p') could be 
derived from (18) and (19): 

(pl¢)(p'IJ+) =J+(k)[l + 2yw(o)]«pISlp') 

- (p IS+ Ip'». (36) 

Inserting the set of states 1/Ip in (34) and using (36), 
one obtains 

_1_ dj+(k) = J"" J"" dpdp'«p IS Ip') 
J+(k) dy 0 0 

- (pIS+ Ip'»(p'l Vip). (37) 

In deriving (37), use is made of the fact that 

(p IVlp') = (p'l Vip). (38) 

• On leave from Tata Institute of Fundamental Research, 
Colaba, Bombay 5. 
R. Jost and A. Pais, Phys, Rev. 82, 840 (1951). 
R. G. Newton, J. Math. Phys.2, 188 (1961). 

Henceforth, the traces (denoted by Tr) are to be 
taken in the momentum space representation of 
the operators. Integration of (37) yields 

logj+(k) = foY[TrSV- TrS+V]dy' 

= Tr 10g(1 - yG+ V) - Tr loge! - yGV). 

Thus, the final expression for the Jost function is 

j+(k) = exp[Tr 10g(1 -yG+ V)]/ exp[Tr loge! - yG V) J 
=det(l-yG+V)/det(l-yGV). (39) 

The numerator in (39) is the Fredholm determinant 
of the kernel of the integral equation for the out­
going scattering solution (3) in the momentum space 
representation, while the denominator is the deter­
minant of the kernal of that of the regular solution 
(5) in the momentum space representation. The 
integral equations of 1/1+ and ¢ in the momentum 
space representation have the same form for a 
nonlocal interaction or for a momentum-dependent 
interaction. From this fact and from the result 
in Ref. 3, j+(k) in (39) has the expected form. In 
the evaluation of the determinants in momentum 
space, the following momentum representation of 
G + and G would be useful: 

(pIG+lp') = o(P - P')/(k2 - p2 + iE) and 

(pIGlp'» = o(P -P')/(k2 _p2). 

The p = k point is to be avoided in the evaluation 
of the determinant by choosing a proper mesh for 
p. As observed in the nonlocal potentials, the de­
nominator in (39) introduces "redundant zeros" of 
j+(k) for positive imaginary values of k which do 
not correspond to bound states. Via the approach 
given in this paper, it can easily be shown that the 
Jost functionj+(k) given by (39) is the most general 
one, valid for the superposition of a local, nonlocal, 
and momentum-dependent potential. It is also 
straightforward to generalize it to the higher par­
tial waves and for the non-central forces. 
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A method for obtaining Green's dyadics of renormalized stochastic vector wave operators is presented 
schematically and is applied to propagation of ,elastic and electromagnetic waves in statistically homo­
geneous and isotropic media. Formula for effective propagation constants and renormalized Green's 
dyadics are derived and then computed explicitly for various special cases of elastic and electromagnet­
ic waves with a special type of correlation function. Furthermore, parameters which affect the validity 
of such a renormalization approximation are also derived by estimating the second nonvanishing term 
of the renormalized series for average waves. 

1. INTRODUCTION 

Let L be a stochastic linear operator and u de­
note a solution of the equation 

Lu =j, (1. 1) 

where f represents a nonrandom source function. 
The random part of the operator L, represented by 
L', is a statistically homogeneous random operator 
and is smaller than the nonrandom part, Lo = L -
L'. Renormalization methods1 - S have been used 
to obtain an equation for (u), the average solution 
of (1.1), and for the effective propagation constant 
of a propagating wave. 

The Nth-order renormalized operator LN can be 
written 3,4,6 as 

N 

LN : Lo + E (L'T"> 
n=O 

(1.2) 

where T is the so called "smoothing operator"3 
defined by 

Tv: - Lcj1 (L'v- (L'v» (1.3) 

for a suitable random function v. Then the expan­
sion for (u) in terms of6 L N and T is 

(u): 13 (-Lil <L'TN i3 (TN)i iJTZ»i Lilf. 
i=O j=o 1=1 (1. 4) 

Let the random part of the solution be denoted by 
u'. Then 

u' == u - (u): ~ (TN)i (~Ti (u» . (1. 5) 

To carry out even a few terms of (1.4) and (1. 5) 
involves very complicated computations. If the 
random field is not Gaussian, higher-order mo­
ments of the random operator L' must also be 
known. Similar difficulties are also encountered 
when one attempts to use LN given by (1. 2) for 
N> 1. Therefore, from a practical point of view, 
approximations of the form 

u' ~ T(u> = TLll f 

(1. 6) 

(1. 7) 

are most useful. In fact, all of the work reported 
so far is confined to first-order renormalization 
approximations of the form (1. 6) and (1. 7). 

For example, Tatarskii and Gertenshtein4 have 
computed the Green's function of L1 for scalar 
waves and later Tatarskii 5 has also computed 
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asymptotic expressions for the Green's dyadics 
of L1 for electromagnetic waves. Karal and 
Keller,1 with a different approach, have derived 
dispersion relations for scalar, electromagnetic, 
and elastic waves. There they have assumed a 
plane wave type solution of the equation 

(1. 8) 

to derive dispersion relations. From these disper­
sion relations, they have obtained formulas for 
propagation constants and carried out computations 
explicitly for some of the special cases. 

In this paper a method for obtaining Green's dyad­
ics of the vector renormalized operator is pre­
sented schematically, and it is applied to elastic 
and electromagnetic waves. Explicit results for 
effective propagation constants and renormalized 
Green's dyadics are obtained for several special 
cases of elastic and electromagnetic waves under 
the assumption of a homogeneous, isotropiC ran­
dom medium characterized by exponential cor­
relation functions. From homogeneity, it follows 
that L N is translationally invariant. At the end of 
each example, far field expressions for the aver­
age waves are presented. Our result on the effec­
tive propagation constant agrees with that of Karal 
and Keller1 in the electromagnetic case, However, 
for elastic waves, their computation contains some 
errors which we shall point out later. 

The limit of applicability of the renormalization 
apprOximation is investigated by estimating the 
second nonvanishing term on the right side of 
(1. 4), This limit has been discussed briefly by 
Frisch,3 Tatarskii and Gertenshtein,4 and Tatar­
skii.5 In particular, for the case of scalar waves 
with a Gaussian refrative index, Frisch has em­
ployed a simple nondimensionalizing technique to 
discuss the convergence of the expansions involv­
ed in the renormalization and to derive parameters 
which affect the convergence. 

2. GREEN'S DYADICS OF N-FOLD RENORMAL-
IZED TIME HARMONIC WAVE OPERATORS 

The Green's dyadic of the N-fold renormalized 
time harmoniC wave operator, denoted by G N (x, x'), 
satisfies the equation 

(2.1) 

where ~ and x' are three-dimensional space vari­
ables, 7 is an identity dyadic and o(x - i') is the 
delta function. To obtain G N (x, x') explicitly, we 
take the threedimensional Fourier transformation 
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of (2.1) and get 

j [L NG N(X, x')]· (i e-is.i)dx = j e-is.x,. (2.2) 

By means of Green's vector identities and inte­
gration by parts we derive L t, which is defined by 
the equation 

J[Lt· (lc is.i )]. GN(x, x')dx 

= j[LNGN(x, x')]' (le-is,x)dx. (2.3) 

Then, in view of the translation invariance of L + 
(2.2) can be written as N' 

.e~J(_I_ JG (x X')e-is,xdX) 
J 8rr3 N' 

1 = .--= -- Ie -'s·x' (2.4) 
~ , 

where 
.eN(s) =' [L to(1 e-is'X)Jeis',i (2.5) 

and the integral inside the parenthesis is nothing 
but the Fourier transform of G N(x, xt). 

In the case that £ N(S) can be expressed in a sym­
metric form 

(2.6) 

where s = I s I and s = s/ I s I, the inverse of £ N{S) 
becomes 

J';VI (8) 

= £N\ (s)i - .eN\(£Nl (s) + £N2(s))-I£N2(s)sS, 
(2.7) 

Applying (2.7) to both sides of (2.4) and taking the 
inverse Fourier transformation yields the useful 
formula for the Green's dyadic G N(X, xt

), 

GN(x, xt) 

1 
= 2rr2r 

x 1«1 [8 sin(sr) 
o £ NI (s) 

o ( £N2(S) sin(sr) )~ 
- or rS£Nl(s)[£Nl(S) + £N2(sl] ~ds 

r __ 
-2jT2 rr 

x 1«1 0 [1 0 f. £ N2(S) sin(sr) )i1 
o or r or\rs£Nl (S)[£Nl (s) + .eN2 (s)] ~dS 

2.8) 

3. GREEN'S DYADlC!S FOR ELASTIC AND 
ELECTROMAGNET~WAVES 

In the following subsections, elastic and electro­
magnetic waves in statistically homogeneous ran­
dom media are considered and the explicit expres­
sions for their Green's dyadics are computed. 
Since the problems treated here are exactly the 
same as those treated by Karal and Keller 1 who 
studied plane wave propagation, many of o~r dis-

cuss ions and expreSSions are the same as theirs. 
Therefore, we will try not to repeat them here 
again but simply refer to theirs. 

A. Elastic Waves 

Following Karal and KeUer'sl formulation of the 
problem of solving for the displacement vector it 
in a randomly inhomogeneous and isotropic medium 
generated by a monochromatic source J, we have 

Lou= (Ao + I-Lo)\7(\7'u) + I-Lo\7 2u + w2poil, (3.1) 

L'ii = (AI + I-Ll)\7(\7'ii) + I-L1\7 2ii + \7A(\7'ii) 

+ \7I-Ll X (\7 x ii) + 2{\7I-Ll • \7)ii + w2P1 ii. (3. 2) 

The Green's dyadic for the nonrandom operator Lo 
denoted byl,7 Go (x - x') can be decomposed into 
the following forms: 

GO (x - xt) = GOI j + G02rr (3.3) 

= GS(x - xt) + Gd(x - x') (3.4) 

= (G8l + G3l)I + (G82 + Gd2)rr. (3.5) 

I.!~re GOI and G02 ' coefficients of the dyadics j and 
rr respectively, are given by Eqs. (37) of Ref. 1 ex­
cept that the delta function in Gal should be delet­
ed. Superscripts "e" and "s" in (3. 4) and (3. 5) de­
note dilatational and rotational components of the 
dyadic, respectively. 

~r~m (l. 2), Ll acting on a nonrandom function 
w(x) can be written as 

L1 w(x) = Low(x) - j < L'(x)Go(x - x')L')w(x')dx'. 

From (3.2) and (3.3), we obtain 
(3.6) 

where primes denote partial derivatives of the 
function with respect to r. Karal and Keller'sl Eq. 
(42) differs from (3.7) and appears to be incorrect. 

Assuming that the random process involved is 
homogeneous and isotropiC, we have 

(L'(x)Go(x - x')L'(x'» = Bl '\7'{\7" ) + B2' \7~ 

+ B 3'1'(\7' • ) + B4 . (r x \7' x + 2r\7') + B5 ' [, 

(3.8) 

J. Math. Phys., Vol. IS, No.1,January 1971 
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where the prime denotes that the \7 operator acts 
on x' 
.81 = - k~(CRn + 2CRAII + Cl\Il)G8 - (CRAil + CRIlJl ) 

x (k~G8 + k~G8) + (CR~1l + CR~) E 

+ w2 (CRAp + CRIlP)GO + k~(CR~A + CR'AJl)rG81rr, 
(3.9) 

B =_k2(CR +CR )Gc+CR' E-(k2Gc+k2Gs)CR 
2 C AJl JlJl 0 Jlll cos 0 JlJl 

B = k2(CR' + ffi' )Gc + (R' (k2Gc + k2Gs) - (R" E 
4 C All -'Illl 0 JlJl cOs 0 Jlll 

- W2 <It p Go + k~ (RrJl rG81 rr, (3.12) 

B5 = w2[- k~«RAP + (RIlP)G8 + (R~pE - CRIlP(k~G8 
+ l;2Gs) + w2 (R G - k2CR' rGc rr] (3 13) s 0 pp 0 c Ap 01' • 

E =(47T2 W2Por4)-1{i{6 - 6ikcr - 2k~r2)eikcr 

- (6 - 6ik r - 3k2r2 + ik3r3)e iksr]i s s s 

- [(18 - 18ik r - 8k2r2 + 2ik3r3)eikcr c C c 

- (18 - 18ik sr - 7k~r2 + ik~r3)eiksr]rr}. 

(3.14) 

Now upon substituting (3.6) into (2.3) with the 
help of (3.8), Green's vector identities and integra­
tion by parts, we get 

Liw(X) 

= Low(x) - f {B1 ' \7' [\7' . w(x')] + B
2

' \7 ,2w(x') 

- B3 ' r x \7' w(x') + .84 x r' [\7' x w(x')] 

(3.15) 

We insert Ie-is.; for w(x) into (3.15) and then 
multiply (3.15) by eis-'; to obtain 

J\(s) = (w2po - iJ.os2)[ - (Ao + IJv )s2ss 

+ f s2(Bl . S8 + B2) - isB3 ' r8 - isB4 • [r8 

(3.16) 

Since the Bi , i = 1,2, ... ,4,are dy~~ic functions in­
volving symmetric dyadics I and rr only, we can 
apply mean value theorems 8 to the int~gral in 
(3.16). Afte·r some Simplification, £1 (s) is given by 
(2.6) with 

£11 (s) = w2po - iJ.OS2 - Dl (s), 

£12(S) = - (Aa + iJ.o)s2 - D2(s), 

where 

D
1
(s) = fO - s2 (Blh - Brr _1_ oh \ 

o 2 2 sr2 as) 

(3. 17) 

(3. 18) 

_ S[Bl'!X ok _Brr~(o2h _.! Ok)] 
4 r as 4 r3 Os2 S as 
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+ (Blh _Brr_1_x 8h)( dr 
5 5 sr2 aS \ ' 

(3.19) 

D2 (s) 

= 1,00 [S2 (Rrr ~ a2h _ Blh) + Rrr s2 (a 2h _.!. oh) 
o 1. r2 os2 1 ""'2 r2 8s2 s AS 

_ (BI + BI + Brr+ Brr) ~ ak 
3 4 3 4 r as 

+ Brr ~ (a 3h _.!. o2h + ~ ah) 
4 r4 as3 s as2 S2 as 

_ Brr -.l (a 2h _ .!.- ah\] dr. 
5 r2 as2 s as) 

(3.20) 

Here superscripts "I" and "rr" _denote the compo­
nents of the symmetric dyadics I and rr, respec­
tively, and 

h = (47Tr/ s) sin(sr). (3.21) 

Equations (3.17)-(3.20) are very similar to those 
obtained by Karal and Keller1 through a different 
approach. In fact, if they had not made mistakes 
in computing L'Go, they would have been identical. 

When correlation functions of fluctuating parts of 
the medium constants are given, Dl (s) and D2 (s) 
can be calculated. Once roots of equations 

(3.22) 

(3.23) 

are determined, the inverse transform (2.8) can be 
computed by employing residue technique. To pro­
c~d further, let. ~ assume that ±Ksl and :l:Kcj, for 
1 - 1,2, ... and) - 1,2, ... , are the roots Of (3.22) 
and (3.23) respectively. Then the Green's dyadic 
may be written as 

_ _ 1 [(k2eiKszr 
G1 (x - x') = 6 s [(1 - i Kszr 

27TW2 Po r 3 z W sl 

- K;zr2)1- (3 - 3iKs1 r - K~r2)rr]) 

(

k2eiK .r _ 
+ 6 c C) [-(1- iK .r)! + (3 - 3iK,.r . W C) CJ 

} <;j 

-Kar2)rr])]. (3.24) 

where 

k~k~l a 
W sz = 2K~ + -- -- Dl (Ksz) , 

w2po aKs1 
(3.25) 

k2 K2. a 
We;' = 2K~ + ~ - [D1 (Ke;') + D2 (K .)]. (3.26) 

w2po a~j C} 

From (3.24) we observe that the Green's dyadic 
for Ll is in a very Similar form to that of Go ex­
cept that the coefficients of the dilatational and ro­
tational parts are k~/Wcj and k~/Wsz' respectively. 

When all the correlation functions except CRpp are 
zero, (3. 19) and (3.20) can be Simplified to 

Dl (s) = w Go 1 h - G02 - - ffi"p(r) dr, 4 JOO ( 1 Oh) 
o sr2 as (3.27) 
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Joo 1 (1 ah 'iJ 2 h) D2 (s} = w4 CO2 - - - - - CRpp(r)dr. 
o r 2 s .as as2 (3.28) 

Equations (3. 27) and (3. 28) have been previously 
derived by Karal and Keller.1 To obtain explicit 
results, we choose for ffipp form 

(3.29) 

where (py) and 0' are respectively mean square 
value and the correlation length of the random 
function P1 (x). Since we are interested primarily 
in the case of when ke,sa« 1, we insert (3.29) 
into (3. 27) and (3. 28) and carry out the integration 
to obtain 

W2(p~) 
D1(S}::::- --

Po 
( 

k2a2 
s _ X(k ) 

s2a2 + (1 - i ke a )2 e 

+ X(ks »), (3.30) 

w2(pf) ( k2a 2 
D1 (s) + D

2
(s) :::: ___ __ ---"-c __ _ 

Po s2a2 + (1 - iks a)2 

+ 2[X(kc ) + X(ksn), (3.31) 

where 

X(k) - 1 i5 (_ l)n ( sa ) 2n 
- (1 - ika)2 n=O 1 - ika 

( 
1 - (2n + 2) ika ) 

x (2n+3)(2n+l)' (3.32) 

To obtain the roots of equations (3.22) and (3.23) 
in the neighborhood of ±ks and ±k , respectively, we 
write e 

(3.33) 

K~/k~:::: 1- (l/w2pO) [D1(Ke) + D2(Ke)]. (3.34) 

Upon substituting (3.30)-(3.32) into (3.33) and 
(3.34) and then iterating (3.33) and (3.34) with 
assumptions kea« 1 and ksa« 1, we get 

Ks/k s == 1 + «pV/p~)[t k~a2 + ik~a3 + O(~a4)], 
(3.35) 

Ke/ke == 1 + «pV/po)[t k~a2 + ik~a3 + O(k~a4)]. 
(3.36) 

Then with the insertion of (3.35) and (3.36), (3.25) 
and (3.26) become 

We == 2k~ {1 + «pV/p~)[k~aZ + i2k~a3 + O(k~a4)]), 
(3.37) 

Ws == 2~ {I + «pV /p~)[k~aZ + i2k~a3 + O(~a4)]). 
(3.38) 

Next, when all the correlation functions except 

(3.39) 

are zero, we have 

D1 (s) == 0, (3.40) 

Substitution of (3. 39) into (3.41) yields 

-(A Z) (2 k2 a Z 
D (s) - 1 k2 s2 _ + c 

2 - wZ Po e 3 s -2-a-Z-+-(-I---ik-
c 

a--=)Z 

2ik a 00 [say'(I- ika)]2n) + c .E (_ l)n c. 
(1 - ikea)2 IFO (2n + 3)(2n + 1) 

(3.42) 
Similarly, by iteration we obtain 

Kclke == 1 + [(At)/(AO + 21J.0)Z] [(~ - ~ k~a2) 
+ i~a + O(k~a3~ (3.43) 

under assumptions 

(Ai )/(A O + 21J.0)2« 1 
and 

(3.44) 

We == 2k~ {I + [(A~ )(1 - kC)/(A O + 21J.0)Z] 

x [(-~-~k~a2) + % ikca + O(k;a3)]). (3.45) 

Since D1 (5) = 0 when A1 (x) is the only random vari­
able, the rotational part of the wave remains un­
changed. 

Finally, when all the correlation functions except 

(3.46) 

are zero, we proceed as above to obtain D1 and D2 • 

Then, by assuming that (MI)/ M5« 1, ksa« 1, 
and kca « 1, we obtain 

Ks/ks = ~+(jJ.V(l+ k~) +i(jJ.~) ka~i.. 
,,2 3 15k2 lIZ s 35 
"'0 s"'o 

+ 373 k~)~ + O(k3) (3.47) 
840 k3 s ' 

s 

Kclkc == ~1 + (MV ~35 + 119k~) + /MV k 0' (83 
lIZ 24 60k2 ,,2 s \10 
"'0 s "'0 

+ 53k~)~ + O(k3 a Z) (3.48) 
20k3 s' 

s 

and then 

Ws == 2k~{1 + (~rD~ (1 - :D + ;~~ iksO' (1 - :D 
+ O(~0'2~}, (3.49) 

{ 
{Mi> 273 (~ ~ 465. (k~ ~ 

We ==2k~ 1 + 1J.5 10 k~ -7+ 14tksO' k~-7 

+ O(k!O'z~} . (3.50) 

J. Math. Phys., Vol. 13, No.1, January 1972 
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It must be pOinted out that the results obtained 
above for three special cases may be used to ob­
tain Green's dyadics of L, for other special cases 
with all the correlation functions being zero except 
combinations of <Rpp , <RI'I" and <Ru. For example, if 
all correlation functions are zero except <R and 
<Ruu, D1 (s) will be simply the sum of the rllults 
given by (3.30) and the D1 (s) for ffi I' ;rc O. Likewise 
D 2 (s) for each special case can be ~asily obtained. 

Therefore, we shall not consider such cases in 
detail. 

To obtain Green's dyadic of L1 for each special 
case, we simply insert the previously derived K s ' 

K e, We' and Ws into (3.24). Then the average wave 
may be approximated by 

(-) ~ JG (- -')f(-')d-' U== 1X-x XX. (3. 51) 

In the region wherel x - x'i is approximately equal 
to I xl- x· x'/ Ix I, (3. 51) may be expressed as 

(ii) 20 [G{l(lxl)I + G{2(lxl)rr]' Se + [Gl1(lx!)I 
+ G1s2 ( Ix I )iYj' 55' (3.52) 

where 

Se == J e-iKcx,x'/lilj(x')dx', 

5s == J e-iKsX.x'/lilj(x')dx', 

G1(lx - i'l) 

= [G{l (Ix - x' I) + G{l( Ix - x' I )]/ 

+ [G{2( Ix - x' i) + Gl~( Ix - x' i)]rr. 

(3. 53) 

(3.54) 

(3.55) 

From (3.24) and (3.51), we see that the approxi­
mate average wave has the same form as that of 
the wave in the absence of the random fluctuation 
except that its propagation constants and the coef­
ficients of the Green's dyadic 1/41Tw2Po are re­
placed by corresponding effective propagation con­
stants and k~.s"/21TW2pO We s' respectively. There­
fore, the effect of the random inhomogeneity of the 
medium on waves can be seen by comparing ke s 

with Ke $ and 2~,s with We,s' From (3.55), (3. 36), 
(3.44),(3.47), and (3.48), we see that Re(Ke,s -ke,s) 
> 0 and 1m (Ke.s) > O. Since the real part of a pro­
pagation constant is inversely proportional to the 
velocity of the wave and the imaginary part deter­
mines the damping ratio of the wave, the results 
obtained show that the random inhomogeneity cau­
ses delay of the wave propagation as well as atten­
uation. 

B. Electromagnetic Waves 

V' xV' xff-w2 J.J.EE-CVJ.J./J.J.) xv xE=-iwJ.J.J, 
(3. 56) 

w4ich is derived from Maxwell's equations, assum­
ing that permeability J.J. and permitivity E are ran­
dom functions of position. We again follow Karal 
and Keller'sl notations for the average and random 
parts of dielectric constant, permeability and con­
ductivity. Then 

LoE = V' x V' x E - w2 J.J.o EO [1 + (J.J.l (X)E1 (x» ]E. 
(3. 57) 

J. Math. Phys., Vol. 13, No.1, January 1972 

L' E = - w2 Ilo EO[J.J.l + E1 + J.J.1 £1 - < J.J.l (X)El(x»E 

- [Vlld(1 + J.J.l)] X \1 x E. (3.58) 

It must be pointed out that the operator Lo is dif­
ferent from the operator in the absence of fluctua­
tions, for (3. 57) has an additional term involving 
(Ill (X)£l (x» which in general is not negligible. 
Since the random process is assumed to be statis­
tically isotropiC, if we denote the correlation func­
tion (1l1(.x)E1 (x'» by <R ilE ( Ix - X' 1),then(jJ1 (X)£1 (x» 
is equal to ffijlE(O). Taking the point of observation 
x away from the source region, the Green's dyadiC 
for Lo can be readilyl,7 written down as 

Go (x -x') = GOI (Ix - x'l) t + G02 ( Ix - x'i )rr, 
(3.59) 

where 

GOl (r) = - (1 - ikr - k2r2)e ikr /41Tk2r3, 

G02 (r) = (3 - 3ikr- k2r2)eikY/41Tk2r3, 

k2 = W21l0Eo[1 + <RI'E(O)]. 

(3. 60) 

(3.61) 

(3. 62) 

Applying L' defined by (3.58) on (3.59), we obtain 

L'Go (x - x') = - W21l0 EO[ E1 + JJ.l + Ellll 

- <RI'E(O)]G~(x - x') + [H(r)/(1 + Ill)][Vlll . r 
- (VJJ.l • r)I], (3.63) 

where 

H(r) = (k2/r2)(1 - ikr)e ikr • (3. 64) 

Using Similar notations for correlation functions, 
we have 

< L'(x)Go (x - i')L'(x'» = C1 ' =; + C2 • r x V' x , 
(3.65) 

where 

Cl = W4JJ.@E~(~ + 2ffil1E + <REE + ~I'<REE + <R~E)GO 

+ W2JJ.OE~[(Ea <J.J.~n~ (\R~ + <R~E) 

+ (R (2n + 1)(J.J.in1 (ffiilfJ <R~E + ffi~1' ffill £ ~ 
x H(r)(rr) - h (3.66) 

_ 00 

C2 = - W2 J.J.OEO I; (f..L~n>(~ + <R~E) + (2n + 1) 
n=O 

x (<R <R' + <R' <R )]Go - H(r) £ [~ (~ 
1'1' 11£ 111' 1'£ ar2 ~ ;;10 

<jJ.~n+l(x)J.J.~m+l(X'»)J __ ~ 
x (rr - I) (3 67) 

(2n + 1)(2m + 1) , • 

(3.68) 

Following the same process which led (3. 8) to 
(3.16), we obtain 

£11 (s) = S2 - k2 - Dl (s), 

£12(s) = - s2 - D2(s), 

(3.69) 

(3.70) 
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where 

D (s) = foo [Clk _ crr..!.- ak + Cl ~ ak 
1 0 1 1 sr2 as 2 r as 

+ qr .l. (a
2
k _l ak)] dr, (3.71) 

r3 as2 s as 

DZ(S):;::: Joo [-cr-...!. (a3k _l aZh +.!. ah\ 
o r3 as3 s os2 s aszJ 

s ak 1 (aZk 1 ak)] + (Cl + crr) - - - Crr - - - - - dr. 
z 2 r as rZ asZ s as 

(3.72) 
The superscripts "I" and "rr" denote components 
of the dyadics j and rr, respectively. Here the 
Green's dyadics for L 1 can also be evaluated upon 
the determination of the roots of the equations 
£11 (s) == 0 and £11 (s) + £12(s) :;::: O. It has the form 

C (x x') = f \ 2J ..l rKZ eiKsl Y -~(leiKslr)~ 
l' 217'r / 1=1 ~l Lsi or r ~ 

- 2J ..!.- ~(l eiKCJr) 1 -~ rr ~ 
j=1 w"j ar r \ 217' ar 

x~ ~ :r [¥~ ei~lr + j~ eiKcjr) ] ~, 
(3.73) 

where a 
ifSI = 2K~1 - KSI aK

sz 
Dl (Ksz ), (3.74) 

Wei = KCj (a;. Dl (K cj ) + o~ . Dz(Kcj»). 
CJ CJ (3.75) 

The most common and important case is when the 
dielectric constant E' is the only random variable. 
Then, from the definition of permitivityl E, we have 

ffi (r) = 0 ffi€! E' (r), 
( 

E' ) 2 

€£ EO + iao/w 

ffillE (r) = O. 

Then from (3.66) and (3.67) 

l:1 (r) = W41l5E~ffiEE(r)GO' 

Cz(r) = O. 

From (3.71) and (3.72) 

(3.76) 

(3.77) 

(3.78) 

(3. 79) 

D1 (s) = W41l~E5 1"0 ffi€€(r) feo1 h - Coz _1_ Oh)dr, 
o \ rZs oS 

(3.80) 
D2 (s) 

== - W41l5 E5 00 1 (oZh 1 ahp 1 G02 (r) ffiE€(r) - -2 - - - r. 
o r2 oS s as 

(3.81) 
Let 

ffi (r) == ( EO )2 {E1
2
)cr/a., 

EE €' + iu /w o 0 

(3.82) 

where a is the correlation length of the random 
inhomogeneity. Then we can carry out the integra­
tions in (3. 80) and (3.81) with the help of (3.82). 
The results are 

Dl (s) = ( EO \ 2 (En k2 S k~a2 
EO + iao/w-J /52 a 2 + (1 - ik sa)2 

_ 1 [kZa2 + ~(-1)1I( sa )zn 
(1- ik sa)2 3 n=l 1- ika 

1 - (2n + 2)ika]1 
x (2n + 3)(2n + 1) ~' (3.83) 

(
EO )2 (Ei.

2
)k2 [kZa Z 

D1 (s) + Dz(s) = 2 --
EO + iao/ w (1 - ika)2 3 

~ n L sa )2n 1 -{2n + 2)ikaJ t 
+ ~ (-1) \1- ilea (2n + 3)(2n + 1) \. (3.84) 

Now to obtain roots of £11 (K) == 0 in the neighbor­
hood of KZ = kZ, upon inserting (3.83) into (3.69) 
and performing the iteration under the assumption 
of small (Ef) k2 a 2 , we obtain 

K2 = k2 [1 +( E~ )2 (E,2) kZ [~ k2 a 2 
E' + lU /w 1 1 o 0 

+ ij. k3 a 3 + O(k4a4 )]} (3.85) 

Consider 
£l1(s) + £12(s) == - (k2 + D1(s) + Dz(s)] = O. 

(3.86) 

It can be easily shown that if ka is either very 
small or very large compared to unity, (3. 86) does 
not have a zero. This implies that the Green's 
dyadic will not have a longitudinal component. Fi­
nally with the insertion of (3.83), (3.25) yields 

W = 2k2[1 -~ (5 [<Ei2) k2[~a2 (1-11k2) 
S E' + ia /w 15 o 0 

+ i;ka3(~ - k2 ) + O(k4 a 4 )]} (3.87) 

When (3.86) does not have a zero in the complex s 
plane, the Green's dyadic C1 (r) is given by the 
equation 

G1 (x - x') = (eiKsr /217'r3 WS>[(l - iKsr - K~r2)1 

- (3 - 3iKsr - K~r2)rr]. (3.88) 

Let us consider the following special cases: 
(1) when a is the only random variable, 
(2) when E is the only random variable, 
(3) when Il is the only random variable. 

Recalling the relation 

E = E' + ia/w, 

We can easily observe that 

(3.89) 

Therefore, the form of equations for D (s) and 
D2(s) must be the same as (3.80) and (3.81), re­
spectively, but different by a constant which re­
lates ffiiE' to ffioo or ffiEE when cases (1) or (2) are 
conSidered. 

In the case.(3), C1 and Cz do not reduce to simple 
forms and Cz involves higher-order moments of 
the random variable 111 (x). Even when the random 
process is Gaussian, such series of higher-order 

J. Math. Phys., Vol. 13, No.1, January 1972 
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moments is very difficult to handle. However, one 
can avoid this difficulty by considering the equa­
tion for ii field, 

'V x'V x 8 - w21J. E 8 - ('V E x 'V x 8)/ E 

== 'V x J - ('V E x J)/ E, (3.91) 

which is of the same form as that of the if field 
(3.57). When E is a constant, (3. 91) reduces to 

(3.92) 

Equation (3.92) is similar to the above mentioned 
special case (2J in which the effective propagation 
constant and (H) can be easily computed. And then 
(E) can be obtained from (if) == (jWE)-l'V x (8). 

Finally, the average electric field (E) can be ob­
tained from (3.51)-(3.55) by setting Se, G~l' and 
GF2 to zero. In the limits ka « 1 and r» a, our 
result given by (3.88) agrees with that obtained by 
Tatarski. 5 Our D1(s) and D2(s) given by (3.80)­
(3.84) have been previously obtained by Karal and 
Keller1 through a different method. 

The effects of the random inhomogeneity in me­
dium parameters can be seen from the differences 
between K and k and between Ws and 2k2 • It has 
been shown that K is a complex number with its 
real part larger than k. Therefore, the velocity of 
the average wave becomes lower than that of the 
wave in the absence of the fluctuation and the wave 
attenuates as it propagates away from the source, 
with attenuation coefficient proportional to k3 a 3 • 

Re(K - k) is proportional to k2 a 2 • These results 
agree with those obtained by Tatarski. 5 

4. APPLICABn..ITY OF THE RENORMALIZA­
TION APPROXIMATION 

When we rewrite (1. 4) in a form 

(it) == f G (x, x')](x')dx', (4.1) 

where 

G(x, x') == G1 (x - x') - J J J J G1 (x - x')[ (L'(xV) 

x Go(xV - xll)L'(xII)GO(xII - xlII» 

. (L'(xlIl)GO(xIlI - x1V)L'(x lV ) 

X G1(xIV - Xl» + (L)(xll)Go(xlI - XlII) 

X L' (xlII )Go (xlll - xlV» . (L'(xV) 

x Go(XV - xlI )L'(XIV)G1 (xlV - Xl») 

(4.2) 

We apply L1 (x) to (4.2) and integrate over the x­
space. After the proper change of variables, we 
obtain 

1 L1 Gdx == 1- J J J J [(L'(i\)GO(1\ - r 2 )L'(r3 ) 

x G
O
(r

3 
- r 4 » (L'(r2 )GO(r2 - r 3 ) 

x L'(r 4)G 1 (r 4» + (L'(r 2)G O(r 2 - r 3) 

x L'(r3 )G O(r 3 - r 4»'( L'(r l)G O(rl - r 2) 

x L'(r4)G1(r4»]dr1dr2dr3dr4 + .. '. 
(4.3) 
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Recalling (3.8)-(3.14) and (3.65)-(3.67), we see 
that (L'GoL'Go) can be written in the form 

(L'(r1)GO(r1 - r 2)L'(r2 )GO(r2 - r 3» 
== E [(Rmn(lrl-r21)F~(r1-r2) 

m,n 

(4.4) 

where superscript "0" denotes that the tensor 
function contains components of Go only. Since in 
the previous section we have shown that the 
Green's dyadic G1 has a form very similar to that 
of Go, we simply put a superscript "1" on the ten­
sor function F~ generated by applying L'(x) on 
G1 (x - x'). 
We now rewrite (4.3) in terms of the new expres­
sion given by (4.4). After introducing the proper 
change of variables, we can write the integral term 
in (4.3) in the form 

d == fffi [(Pn (Rmn(lt1 + t3I)F~(t1)F~(~») 

x(E (Rmn( II2 + t31) F;' (I2)F~(t4~ 
m.n 

+(F.n CRmn (1 72 1) F~P2)F~(73~ 

X (~CRmn(ltl + 72 + 73I)F~(71) ~(T4»)J 
X dI1 dt;,dt3 dt4• 

Let us consider a correlation function 

(4.5) 

(4.6) 

Sinc_e I t;. + t2 I ~ 1 t1 - t2 I, where t1 == I 11 I and t2 
== I t21, it follows that 

e-itl+t2ila <_ e- ltl- t2I/a for all -t and-t 
1 2' (4.7) 

We can estimate the integral d by inserting cor­
relation functions of the form 

(Re (T (2) == C e- I '1-t2 Iia (4.8) mn 1, mn 
into (4.5) for <Rmn' Then we have 

Idls ffjJr/2J CR~n(ll, [3) II?n<ll) 11I~(f3) I) 
o L\m.n 

x l~ CR~ .. (l2J3)II~Jt2)III!<l4)1) 

x (En CR~ .. (2)1~(t2)III~(~)~ 
x (~CR~n(~, [2, t3 ) II,<.!(tl ) III!(t4 ) I)J 
x dtl dt2 dt3 dt4 , (4.9) 

where 

I~(t) == #sF~(t)dS, i == 0,1, (4.10) 

S denoting the surface of a sphere with radius t 
and the center at the origin. 

The dyadic functions F':' can be reduced to very 
simple forms when they are integrated over the 
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angular variables. For elastic waves, if Pl (x) is 
the only random variable, 

I~(t)= - (w2/3Po)(k~teikct + 2k~teikst), (4.11) 

if A 1 (x) is the only random variable, 

(4. 12) 

Ig(t) = (k~i'3PO)(1 - ikct)eikct, (4.13) 

and, if J.J.l (x) is the only random variable, 

Ig(t) = (2/3Po)[k~(1- ikct)eikct + k~(l- ikst)eikst]. 

(4. 15) 

For the representative case of electromagnetic 
waves, 

I~(t) = - j k2 te ikt• (4.16) 

To find the quantity Y such that we may write 

(u) = J Gl (x - x') ](x')dx'{ 1 + 0 [Y)} (4. 17) 

we insert (4.8) and (4.11)-(4.16) into (4.9) and 
carry out the integration. 

When Pl (x) is the only random variable, 

Y = «pV2/p~)w8(k~a2 + k~(4), 

when ,\ 1 (x) is the only random variable, 

(4.18) 

1 F. C. Karel, Jr., and J. B. Keller, J. Math. Phys. 5,537 (1964). 
2 J. B. Keller, in Symposium on Turbulence of Fluids and Plas­

mas (Brooklyn Pc>lytechnic Institute, Brooklyn, N.Y., 1968), 
pp.131-42. 

3 U. Frisch, "Wave Propagation in Random Media," in Pro­
babilistic Methods in Applied Mathematics, Vol. 1, edited by 
A. T. Barucha-Reid (Academic, New York, 1968). 

4 V.l. Tatarskii and M. E. Gertenshtein. Zh. Eksp. Teor. Fiz. 
44,676(1963)[Sov. Phys. JETP 17,458 (1963)]. 

and, when J.J.l (x) is the only random variable, 

(4.20) 

For the representative special case of electromag­
netic waves, we have 

(4.21) 

When k a« 1, from (4.19) the second nonvanish-
c.s () ing term of u of the special elastic wave, when 

Pl (x) is the only random variable, is of the order 
Y = (pl)2w8k~a2/P6' This means that if k~(}'2 is 
small enough, the first-order renormalization 
approximation is reasonably good even when (p~) 
is comparable to P5 (so-called "strong fluctua­
tion"). For the other two cases,from (4.19) and 
(4.20) we obtain (A~ )2w8/(AO + 2J..1o)4k~a2 « 1 and 
(~)2w8/J.J.6k~a2 « 1, respectively. These imply 
that either the frequency or the mean square fluc­
tuation of the elastic wave must be small enough 
for the first-order renormalization approxima­
tion to be applicable. These implications are to be 
expected, because the random operator L' of the 
first case contains no derivatives of random vari­
ables and the second two cases do. 
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In a paper [Topology 6, 161 (1967)] Zeeman conjectured that (a) the finest topology on Minkowski space 
that induces the one-dimensional EuclidelUl topology on every timelike line and (b) the finest topology 
on Minkowski space that induces the three-dimensional Euclidean topology on every space like hyper­
plane have the same group of homeomorphisms G which is generated by the inhomogeneous Lorentz 
group and the dilatations. This paper deals with two topologies on Minkowski space which are weaker 
than those in (a) and (b), respectively, and have the property that they induce the one-dimensional and 
the three-dimensional Euclidean topology on timelike lines and spacelike hyperplanes, respectively. It 
is then shown that both topologies have G as their homeomorphism group. Thus, what we have shown 
amounts to proving the weaker versions of Zeeman's conjectures. 

1. INTRODUCTION 

The principle that the topological structure of Min­
kowski space should be such that its homeomorphism 
group is isomorphic to the group generated by the 
inhomogeneous Lorentz group and dilatations (call 
this group G) has led manyl-3 to suggest new 
topologies for Minkowski space. It is evident that 
while selecting a topology for Minkowski space, 
there is no reason why one topology should be 
given preference over another as long as both 
satisfy the prescription above, i.e., the homeomor­
phism group of each is G. Normally, one would try 
to avoid any discrimination and expect that the 
infimum and the supremum of all such topologies 
having G as their homeomorphism group might be 
of significance. It would then seem desirable to 
solve the problem of enumerating all topologies 
on Minkowski space having G as their homeomor­
phism group. 

Indeed this problem is a particular case of a much 
more general problem posed by Everett and 
IDam4 - 5 : Given a group H and a set M, which 
topologies on M, have H as their homeomorphism 
group? Although a general answer to this question 
is not yet given, it seems from the example of 
Minkowski space that it would be very difficult to 
construct all topologies with the given property. 
In the case of Minkowski space, this target of con­
structing all such topologies (at least in principle) 
has not been achieved although it seems to be in 
sight. Since the cones aSSOCiated with the indefi­
nite fundamental form are invariant under G, it 
would be desirable, as a first step, to construct 
topologies which arise in a most natural manner 
from the cone structure. This paper is intended 
to be a contribution in this direction. 

In his paper Zeeman l conjectured that (a) the 
finest topology on Minkowski space that induces 
the one-dimensional Euclidean topology on every 
time like line has G as its homeomorphism group 
(we call it the time topology) and (b) the finest 
topology on Minkowski space that induces the 
three-dimensional Euclidean topology on every 
spacelike hyperplane also has G as its group of 
homeomorphisms (we call it the space topology). 
The two topologies we have considered in this 
paper, which we have named as the t-topology and 
the s-topology, respectively, are weaker than those 
in (a) and (b) and induce the Euclidean topology on 
timelike lines and spacelike hyperplanes, respec­
tively. Moreover, the homeomorphism group in 
each case is G. Therefore, what we have done in 
this paper amounts to proving the weaker versions 
of Zeeman's conjectures. For convenience, we 

J. Math. Phys., Vol.l3, No.1, January 1972 12 

adopt the same notation and terminology as in our 
previous paper3(hereafter referred to as I). Tech­
nically, the proofs are not very complicated as in 
the case of fine topologyl or the space topoiogy.3 

Once again, the tools used in the course of the 
proof are only the rudiments of topology. 

2. DEFINITION AND PROPERTIES OF THE t­
TOPOLOGY 

Definition: Let N!(x) = N:(x) n eX·(x). The t­
topology is defined by specifying a local base :n(x) 
of neighborhoods at each point x of M as follows: 

Let M t denote the set M equipped with the t-topo­
logy. One can always define the same topology by 
defining a countable local base at each point by 
taking rational e's. 

It follows at once from the definition that the t­
topology is finer than the Euclidean topology and 
hence Hausdorff. It induces the one-dimensional 
Euclidean topology on every timelike line and the 
discrete topology on every lightlike line, light 
cone, and spacelike hyperplane. It is also not diffi­
cult to show that the t-topology is neither normal 
nor locally compact. H we define the time topology 
on M as the finest topology that induces the Eucli­
dean topology on every timelike line, then, it is 
easy to show that the time topology is strictly 
finer than the t-topology. Consider, for example, 
a sequence {tn} of distinct time like lines paSSing 
through a point z. Choose a point z~ E tn' such 
that d(zn' z) -) 0 as n -) 00. Let Z = tzJ. We shall 
show that Z is closed in the time topology. It is 
enough to prove that T n Z is a finite set (and 
hence closed), where T is any timelike line. Sup­
pose to the contrary that T n Z is an infinite set; 
then T being complete (as a metriC space), the 
sequence of points T n Z must converge to a point 
of T n Z, but this point must be z since the space 
is Hausdorff. Therefore, T passes through z;but, 
then, Tn Z is at most a singleton by our chOice. 
This is a contradiction and our point is proved. 
zC is then open in the time topology (ZC denotes 
the complement of Z). On the other hand, Z C is 
not open in the t-topology, because any basic open 
set N! (z) in the t-topology about the point z will 
intersect Z. 

3. HOMEOMORPHISMS OF Mt 

We shall show in this section that the group of 
homeomorphisms of Mt is G. In view of Theorem 



                                                                                                                                    

TOPOLOGIES FOR MINKOWSKI SPACE 13 

1 of I, it is enough6 to prove that every homeomor­
phism of Mt is either <-order preserving or <­
order reversing. We start by proving a lemma. 

Lemma 1: Let h be a homeomorphism of M land 
x < y; then there exists a point z E [x, y] such that 
either (i) hx < hz or (ii) hz < hx. Moreover, in 
case (i),hx < hz' for all z' E [x,z] and Similarly, 
in case (ii),hz' < hx for all z' E [x,z]. 

Proof: h continuous implies that h-I(N~(hx» is 
an open set containing x. Since sets of the form 
Nt (x) form a local base at x, it follows that, for 
s;me € > 0, Nt (x) C h-l(N~(hx». IT we choose 
z E [x, y] n N~ r;), then clearly (i) or (ii) is satis­
fied. 

To prove the second part of our assertion, suppose 
that (ii) is satisfied, i.e., hz < hx. Assume to the 
contrary that hx < hz' for some z' E [x, z]. Let 
(x, z] denote the open -closed interval on the time­
like line passing through x and z. Since the induc­
ed topology on (x, z] is Euclidean, (x, z] is connec­
ted. Therefore, z and z' belong to the same com­
ponent of Nt (x) - {x} (which is clearly disconnec­
ted and has \wo components), whereas hz and hz' 
belong to different components of the image. Since 
h is a homeomorphism, this is a contradiction. A 
similar proof applies to case (i). 

Lemma 2: Let h be a homeomorphism of Mt 
and x < y l' Y 2' where y I and y 2 are on different 
timelike lines passing through x. Let z 1 and z 2 

be chosen in [x'YI] and [x'Y2],respectively,as in 
Lemma l;then,either (i) hx < hZl and hx<hzz or 
(ii) hz 1 < hx and hZ2 < hx; Le., both z I and Z2 are 
either mapped to the forward time cone or the 
backward time cone at hx. 

Proof: Suppose to the contrary that hz I < hx < 
hz 2' Let {) < 0 be such that hz 1 and hz 2 belong to 
N'6 (hx); then, there exists € > 0 such that N! (x) c 
h-l(N~(hx» or, equivalently,h(N!(x» C N~(hx). 
Choose z~ E (x,zl] n N!(x) and z2 E (x,Z2] n N!(x). 
By Lemma 1, hz~ < hx < hz2. Note that z~ and 
z; belong to the same component of N!(x) - {x}, 
whereas hz~ and hz; belong to different compo­
nents of the image. This is a contradiction and the 
lemma is proved. 

Lemma 2 implies that h is locally < - order pre­
serving or <-order reversing. That this is glo­
bally true follows from the following lemma. 

Lemma 3: Let x < Y and z be chosen as in 
Lemma 1; then hx < hz implies hx < hy. On the 
other hand, hz < hx implies hy < hx. 

Proof: Due to the symmetry, it is enough to 
prove the first case only. Assume therefore that 
hx < hz. 

For any point P E lx, y], choose Z P
1 

E [p, y] and 
ZP2 E [x ,p] as in Lemma 1. Since ZP2 < p < z Pl' 

it follows from Lemma 2 that either hZ
P2 

< hp < 
hzp orhzp <hP<hzp (*)' Cover [x,y] by the in­
tertrals {(Z;l' ZP2)}' p E! [x ,y). By using compact­
ness of [x ,y], it is possible to choose a finite 

covering. Thus we get a finite sequence of points 

x = po < pI < p2 < ... < pn = y. 

From our assumption that hx < hz and the state­
ment (*) above, it follows that 

hx = hpO < hpl < hp2 < ... < hpn = hy. 

A similar argument will show that if hz < hx, then 
hy < hx. This completes the proof of the lemma. 

With the help of Lemmas 2 and 3, one can now pro­
ceed exactly as in the proof of Lemma 11 of I to 
show that h is either <-order preserving or < -or­
der reversing, and then a proof identical to that of 
Theorem 2 (Sec. 6 of 1) together with Zeeman's 
theorem7 (that the group of <-automorphisms of 
M is G) will imply the following. 

Theorem 1: The group of homeomorphisms of 
Mt is G. 

Before we proceed on to the derivation of the group 
of homeomorphisms of the s-topology, it is worth­
while to note that the derivation of the homeomor­
phism group of the t-topology is quite straightfor­
ward. This is expected for two reasons. First, the 
topology is first countable (it is also second coun­
table) and the basic open sets at each point are 
explicitly known. This leads to considerable sim­
pliCity in the proof. Secondly, the basic open sets 
are directly related to the time cones and hence 
to the partial order structure of the set M. Both 
points are essential. Indeed, if one drops first 
countability-for example, if one deals with the 
time topology-then one runs into enormous diffi­
culties and, in that case, the conjecture (a) (Sec. 1) 
still remains to be proved. The advantage obtained 
from the second point is also considerable. It will 
shortly appear from Sec. 5 that the derivation of 
the homeomorphism group in the case of the s­
topology is rather involved (although it is first 
countable) due to the simple fact that its basiC open 
sets are not directly related to the partial order <. 

4. DEFINITION AND PROPERTIES OF THE s­
TOPOLOGY 

Definition: Let N~(x) = N!(x) n CS(x). The s­
topology on M is defined by specifying a countable 
local base at each point x of M as follows: 

:)L(x) = {~ x); € > 0 and € is rational}. 

Let M equipped with the s-topology be denoted by 
MS. It is easy to see that such a topology is finer 
than the EUClidean topology and hence Hausdorff. 
It induces the Euclidean topology on every space­
like hyperplane and the discrete topology on every 
timelike or lightlike line. However, it is not the 
finest topology with this property. For example, it 
is strictly weaker than the space topology, which is 
defined as the finest topology on M with respect to 
which the induced topology on every spacelike 
hyperplane is Euclidean (Proof in Sec.4 of I). Like 
the t-topology, the s-topology possesses none of 
the good properties such as compactness, norma­
lity, etc. 
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5. HOMEOMORPHISMS OF THE s-TOPOLOGY 

In what follows, closure of a set A in the s-topo­
logy will be denoted simply by A. 

Lemma 4: Let N! (x) be a basic open set of the 
s-topology about the point x and L any lightlike 
line passing throug~ x i then, there is a point z E L 
such that [x, z] C N€ (x). 

Proof: Take z E L such that d (X, z) == h; we 
claim that [x, z} C N;(x). Suppose to the contrary 
that there is a point z' in [x, z] such that z' ¢ 
N;(x)'sTake a spacelike hyperplane H through z'; 
H n N€(;c) is closed in the induced Euclidean topo­
logy and must contain z'. Contradiction. 

Lemma 5: Let h be a homeomorphism of M S 

and L a iight ray (Le., a lightlike line) emerging 
from x; then, there is a point z in L with x <. z, 
such that h[x,z] C CL(hx). 

Proof: N!(x} n L = {x} implies that h(doo(x}) n 
hL = {hx}. Since h(N!(;c» is an open set containing 
hx, it contains a basic open set of the form Nt (hx) 
and, clearly, 

~(hx) n hL = {hx} (1) 

Consider now the inverse image of Nt(hx). Apply­
ing the same argument as above, we have € > 0 
such that N:Cx) C h-1(Nt(hx» or, equivalently, 
h(N~(;c» C N~(hx). Since h is a homeomorphism, 
we also have 

h(N:! (x» = h(N! (x» C N~ (hx). 

Choose z' -,r x in L as in Lemma 4 so that [x, z'] C 

N~(x). Then we have 

h[x,z'] C h(N:(x)} C N~(hx). (2) 

From (1), we also have 

N~ (hx) n h [x , z '] == {hx} . (3) 

(2) and (3) together imply that h(x, z'] belongs to 
the boundary of the set N~ (hx) , where boundary 
means the topological boundary, in this case, 
N~(llX) - N~(hx). 

It is evident that the boundary of the set N~ (hx) is 
a union of two sets A and B, where (i) A consists 
of pOints contained in the light cone at hx and (ii) 
B consists of points contained in the space cone at 
hx at a Euclidean distance 0 from hx. Take a basiC 
open set N~(hx) about hx with 2~ = o. Now choose 
a suitable 1] < € such that h(N~(x» C N~(hx). If we 
choose z E N~(X) n [x, z'], then 

h(x, z] C h(N~(x» = h(N~(x» C N~(hx) (4) 

Moreover, 

h(x,z] C h(x,z'] C AU B. (5) 

Therefore, from (4) it follows that h(x, z] C (A U 
B) n N~(hx) CA. Since A C CL(hx) , it follows that 
h [x , z] C C L(hx) and this completes the proof. 
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Corollary: Similarly, there exists a z' in L 
with z' <.x such that h[z',x] C CL(hx). 

The following lemma will show that h[x, z] is con­
tained in a lightlike line through hx. 

Lemma 6: Let L and z be as in Lemma 5; then, 
h[x,z] C L(hx,hz), where L(hx, hz) denotes the 
line passing through the points hx and hz. 

Proof: For each y E [X, z ], choose z 1. and z' 
as in Lemma 5 and its corollary;then,h(z",z') l(:: 
CL(hy). By Lemma 5, we also have h(zy,z;) r! 
CL(hx). Thus, h(zy, z;) C CL(hx) n CL(hy) == L(hx, 
hy). Note that [x, z] is compact in the Euclidean 
topology and {(zl' z')}, Y E [x, z] is an open cover­
ing of [x, z]. It IS tberefore possible to choose a 
finite covering which would give rise to a finite 
sequence of points 

x =Yo <'Y1 <'Y2 <." ·<.Y" = z, 

such that each (ZY" z;.> is mapped by h into Lj = L 
(hx, hy j ). MoreovJr, , 

(z z') n (z z')-,rd. 
Yt' Yt Yj+l' 'i+1 P 

for each i. This implies that, for each i, Li and 
Lj +1 meet at points other than hx. Since each Lj 

is contained in CL(hx) , it follows that 

The proof is therefore complete. 

Corullary: A similar result also applies to 
[x, z'], where z' is determined as in the corollary 
to Lemma 5. 

Lemma 6 only tells us that for any point p E [x, z] 
with x <. z, it is true that either hx <. hP or hp <. 
hx, i.e., the point p is either mapped to the forward 
light cone or the backward light cone at hx. Could 
it happen that, for two points p and p' in [x, z], hp' 
<.hx <.hP? To eliminate this possibility, we have 
the following lemma. 

Lemma 7: If h and z are as in Lemma 2, then 
there is a point p E [x, z], such that h[x, p ] is either 
contained in the forward light cone or the backward 
light cone at hx. 

Proof: Let L + and L - denote the subsets of 
L(hx, hz) contained in the forward and backward 
light cone, respectively. Suppose now to the con­
trary that the lemma is false; then, for every P E 

[x, z], h[x ,p] meets L + and L -. Since N:(x) n 
[x, z] :J [x ,p] for some P in [x, z], it follows that, 
for every € > 0, h(N:(x)) meets L + and L -; con­
sequently, every Euclidean €-neighborhood of hx 
will contain points of L + and L -. Now choose 0 > 0 
such that h-1 (Nt(hx)) C N:(x). Take a 3-simplex 
bo 3 in N~(hx) n H, where H is a spacelike hyper­
plane passing through the point hx. Choose a point 
q E L+ n h[x,z] such that the faces of the 4-sim­
plex bo 4 obtained by joining q to A3 are all space­
like. This can always be done by taking q suffi­
ciently near hx in the Euclidean sense. The topo­
logy induced on the boundary a0. 4 of the 4- simplex 
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L. 4 is then Euclidean and, therefore, aL. 4 ~ 53, 
where 83 denotes the 3-sphere. Hence, 

g :id 0 h-1 :83 ~ aL.4 h-1 ,) MS ~ME 

(id denotes the identity map from MS ~ ME), 
being a one-to-one continuous map from a compact 
space to a Hausdorff space is an imbedding.s 
Moreover, by our chOice, h-1(L.3) c CS (x). 

Let).. = d(hx, q) and 2j.L =)... Let v > 0 be such that 
h(N;(x» C N,/(hx) and let n E: N~(x) n [x,z]. By 
assumption, h [x , n] meets both L + and L - and by 
construction, aL. 4 meets h[x, n] only at the point 
hx. Therefore,g(aL.4) meets [x,nJ only atx. On 
the other hand, both components of MS - a L. 4 con­
tain pOints of h [x, n] or, equivalently, both compo­
nents of g(M$ - a L.4) = ME - g(aL. 4) = ME - 83 
will contain pOints of [x, n J. This is a contradiction 
and the proof of the lemma is complete. 

Our next object is to prove that the relation <. is 
either preserved or reversed locally by a homeo­
morphism. 

Lemma 8: Let L and L' be two lightlike lines 
passing through x, and let p and p' be determined in 
L and L I, respectively, as in Lemma 7, such that 
x <.p and x <.p';then h[x,p] and h[x,p'] are either 
both contained in the forward light cone at hx or 
both in the backward light cone at hx. 

Proof: Suppose to the contrary that hex ,p] is 
contained in the forward light cone at hx and 
hex ,p'] is contained in the backward light cone at 
hx. Choose 0 > 0 such that h-1 (Nt(hx» C N;(x) 
for some € > O. It is then possible to choose a 
three-dimensional ball B in N~(hx) n H, where H 
is a spacelike hyperplane passing through hx, such 
that h-1B C N:(x). Choose a 3-simplex L.3 in B. 
From the arguments of Lemma 7, it is clear that 
any Euclidean €-neighborhood of hx contains points 
of h[x,P];therefore,choose a suitable q in h[x,p] 
such that all face's of the 4- simplex L. 4 which is 
obtained by joining the point q to L. 3 are contained 
in spacelike hyperplanes. Clearly, the topology in­
duced on the boundary aL.4 of the 4-simplex L.4 by 
the s-topology is Euclidean, i.e., aL. 4 is a homeo­
morph of 83. 

Now ME - aL. 4 has two components. Let U be the 
interior component of ME - aL.4, then U meets 
h[x,p] and does not meet h[X,p']. Without loss of 
generality, one can assume h(x,p] C U or, equiva­
lently, (x ,p] C h-1 U. Moreover, as in the case of 

1 E. C. Zeeman, Topology 6,161 (1967), 
2 S. Nanda, Ph. D. TheSiS, Queen's University at Kingston. 
3 S.Nanda,J Math.Phys.12,394 (1971). 
4 C.J. Everett and S. M. Ulam, Bull. Am. Math. Soc. 54, 285t, 

646 (1948). 
5 S. M. Ulam, A Collection of Mathematical Problems (Inter-

Lemma 7, the map g = id 0 h-1 , 

g :53 ~ aL.4 h-1 > MS ~ ME, 

is an imbedding. Therefore, g(a L. 4) is a homeo­
morph of 53. By our choice,g(L.3) is contained in 
CS (x); it is therefore clear that g(aL. 4) will meet 
ex ,p'] and, consequently,gU will meet ex ,p']. This 
is a contradiction which proves the lemma. 

Corollary: A similar proof will imply that if 
p <.x <.p', then hp <.hx <.hp' or hp' <.hx <.hp; 
in other words, if p and pi are oppositely oriented 
with respect to <., then hp and hP' are oppositely 
oriented with respect to hx. 

Remark: The procedure of constructing a 4-
simplex L. 4 and making a disconnection by g(L. 4) 
in Lemmas 7 and 8 is the same as in the case of 
fine topology.1 It has only been adapted here to 
the case of MS. 

We are now in a position to prove that the order 
relation « is either preserved or reversed by a 
homeomorphism of MS. 

Lemma 9: Let x «y and h a homeomorphism 
of MS;then either hx« hy or hy «hx. 

Proof: Take a point p E: C L(x) such that x <.p 
<. y ; then [x, p J U [p, y ] is compact in the Euclidean 
topology. Moreover, at each point of [X, p] U [p, y J, 
the relation <. is either preserved or reversed. 
Therefore, using Euclidean compactness and Lem­
ma 8, one has hx « hy or hy « hx. [The procedure 
is exactly the same as in the case of Lemma 3 
(Sec. 3)]. This completes the proof of the lemma. 

Now, repeatin'g the same procedure as in Lemma 
11 and Theorem 2 of Sec. 6 of I, one can easily 
prove the following: 

Theorem 2: The group of homeomorphisms of 
M S is G. 
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The real and imaginary parts of the orthorhombic lattice Green's function at the origin are expressed 
as a sum of simple integrals of the complete elliptic integrals of the first kind. In order to give the 
expressions for all values of the variable from - r:J) to + r:J), use is made of the method of analytic con­
tinuation. The results of the numerical computations are shown by figures. 

1. lNTRODUCTION 

We consider the lattice Green's function at the 
origin for the orthorhombic lattice (a:b:c = l:x:y, 
a = f3 = I' = 90°) with arbitrary Yv 1'2' and 1'3: 

1 ~ ~ ~ 1 
G(t) = - 1 dx 1 dy 1 dz , 

1T30 0 0 t-Y1cosx-Y2COSY-Y3COSZ 
(1.1) 

where t = s - i E; S takes on real values and E is 
an infinitesimal positive number. This integral 
is an even function of 1'1> 1'2 and 1'3 and hence we 
may assume that all of 1'1' 1'2 and 1'3 are positive 
without loss of generality. For the simple cubic 
lattice, all of Yv 1'2 and 1'3 are equal to unity, and 
for the tetragonal lattice, any two of them are 
equal to unity and the other is arbitrary. The 
function (1. 1) for these lattices was expressed as 
a sum of simple integrals of the complete elliptic 
integral of the first kind, by Morita and Hori­
guchL1,2 For the rectangular and the square 
lattices, the lattice Green's function were studied 
by Katsura and Inawashiro,3 using the Mellin­
Barnes type integral at an arbitrary lattice point. 
At the origin, the Green's functions for these 
two-dimensional lattices were expressed by the 
complete elliptic integral. 3,4 

We shall consider (1.1) for -00 < s < ro. Func­
tion (1.1) is real at s 2: 1'1 + 1'2 + 1'3' For this 
region, the function G(t) is readily expressed as 
an integral of the complete elliptic integral of the 
first kind, by using the expression of the rectan­
gular lattice Green's function, given in a preced­
ing paper of two of the present authors.4 The func­
tion defined by (1.1) as a complex function of the 
complex variable t is analytic on the whole com­
plex t plane, excluding the real axis from 
- (1'1 + 1'2 + 1'3) to 1'1 + 1'2 + 1'3' Hence an ex­
pression of the function G(t) on the whole t plane 
can be attained by the procedure of the analytic 
continuation from the above-mentioned expression, 
which is useful at s > 'Y1 + 1'2 + 1'3' 

In Sec. 2, in order to make our discussion self­
contained, we give the expressions for the com­
plete elliptic integral of the first kind and its 
analytic continuation1 at the values of modulus on 
the real and imaginary axis in terms of the com­
plete elliptic integral of modulus between zero and 
unity. In Secs. 3 and 4, they are used to express 
the real and imaginary parts of G(s - iE) at all the 
real values of s from - 00 to + 00. The resulting 
expressions have the form of a sum of simple inte­
grals of the complete elliptic integral of the first 
kind. The results of the numerical calculation are 
shown by figures. 
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2. THE COMPLETE ELLIPTIC INTEGRAL OF 
THE FmBT KIND AS A C(wPLEX FUNCTION 
OF THE MODULUSl 

The complete elliptic integral of the first kind K(k) 
as a complex function of the complex modulus k is 
defined by5 

l~/2 1 
Kk = d() • 
() 0 ../1 - k 2 sin2() 

(2.1) 

This function is an even function of k and K(k*) = 
K(k)*. As a consequence, K(k) is real when k is 
pure imaginary. The expansions in powers of k 
and k' = (1 - k2)1/2 are given, respectively, as 
follows: 

K(k) = ~ I; (O~\2 k2n, (2.2) 
2 n"<J \·n.) 

K(k) = -! K(k')lnk' 
1T 

+ ~(~»2 (!/I(n + 1) -!/I(n + ~;)]k'2n, (2.3) 

where 
(~)n == r(n + t)/rW, !/I(z) = r'(z)/r(z). 

The function K(k) has branch pOints at k = ± 1. 
Expressions (2.1)-(2.3) are analytic on the Rie­
mann surface excluding the branch cuts connecting 
+ 1 and + 00 and - 1 and - 00, respectively, on the 

(2.6) (2.6) 

(2.5) (22) (2.2) 

-I 0 

FIG. I. Complex k plane. The bold solid lines 
between 1 and +"" and -1 and -<Xi denote the 
branch cuts for the complete elliptic integral 
of the first kind. The numbers of the equation 
useful at each portion near the axis are refer­
red to. 
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real axis. We call this part of the Riemann sur­
face as the sheet 1. In the following calculation, we 
need only the function just above the real axis and 
along the imaginary axis on the sheet I, and do not 
need its analytic continuation to other sheets 
through the cut. The sheet I with the branch cuts 
connecting + 1 and + 00 and -1 and -00 and pos­
sible values of k occurring in Secs. 3 and 4, are 
shown in Fig. I. Expressions (2.1)-(2.3) are 
valid on the sheet I. Equation (2. 2) is used on the 
real axis k = kR + iE, where IkRI < 1 and E ?; O. 
The function just above the real axis k = kR + iE, 
where I kR I > 1 and E ?; 0, is given from the one at 
I k I < 1 with the aid of the formula 

K(kl=}[K(i) +iK(~)]. (2.4) 

where kR > 1 and 

1 [(1\ . (~)J K(kl = m K Ii) - tK k ' (2.5) 

where kR < -1. 

The function on the imaginary axis k = ± E + ik[, 
where E?; 0 is given as 

K(ikr) = (1 + k~)-1/2 K[k[(l + kl)-1/2]. (2.6) 

In the following section, (2.4)-(2.6) are used in­
stead of (2. 2) according to the value of the modulus 
k. 

3. ORTHORHOMBIC LATTICE GREEN'S FUNC-
TION; FORMULAS I 

The Green's function defined by (1.1) is real at 
Y1 + Y2 + Y3 ::s s and is readily expressed from 
the previous paper4 in terms of the complete 
elliptic integral of the first kind as follows: 

1 1" G(t) = 2~ dx kK(k), (3.1) 

h 
1f Y2Y3 0 

were 

k - (3.2) ~ 4y2Y3 )1/2 

- (t - Y1 cosx)2 - (Y3 - Y2)2 • 

We note that the expression (3.1) is valid on the 
whole complex t plane. We put t = s - iE, where s 
is a real variable and E is an infinitesimal positive 
number. 

When Y1 + Y2 + Y3 ::S S, k is real and lies between 0 
and 1, and Eq. (3.1) is appropriate for the numeri­
cal calculation. 

The function G(s - iE) is complex at 
-(Y1 + Y2 + Y3) < s < 1'1 + Y2 + ;3' We denote 
the real and imaginary parts as GR(s) and Gis), 
respectively, 

(3.3) 

One can easily confirm that GR(s) is an odd func­
tion of sand Gr(s) is an even function: 

for instance, with the aid of the definition (1.1). 
Hence we have only to consider the range 

0< s < Y1 + i'2 + i'3 in the following. The for­
mulas for this range are derived from (3.1) with 
(3.2) by the analytic continuation. In (3.1) with 
(3.2), i'2 and i'3 are symmetric and hence we 
assume that i'2 < i'3 without loss of generality in 
the following. The derived formulas are different 
according as i'1 is larger than both of i'2 and Y3 
or less than them or between them. We shall give 
formulas separately for these three cases: 

(1) 0 < i'1 < i'2 < Y3' 

(II) 0 < 1'2 < Y3 < i'1' 

(III) 0 < i'2 < Y1 < i'3' 

The results obtained for each case specified by 
inequalities between y'S are valid also in the limit 
when the inequalities are replaced by equalities, 
though the equality signs are not written explicitly. 
The same applies for the other cases considered 
in the following. 

In this section, we consider Case (I). It consists of 
two cases, Y3 < i'1 + i'2 and Y1 + i'2 < i'3' We first 
consider the former. 

Case (IA): 0 < Y1 < 1'2 < Y3 < Y1 + 1'2: k de­
fined by (3.2) takes values on the ranges 

0< k < 1, 

1 < k < + 00, 

k = ik[, k[ is real, 

- 00 < k < -1, 

-1 < k < 0, 

according as 

i'3 + 1'2 < s - i'1 cosx < + 00, 

1'3 - Y2 < s - 1'1 cosx < 1'3 + Y2' 

i'2 - i'3 < s - 1'1 COSX < 1'3 - i'2' (3.5) 

-Y2 - 1'3 < s - 1'1 COSX < 1'2 - Y3' 

- <Xl < s - i'1 COSX < - i'2 - Y3' 

respectively. In Fig. 1, the expressions useful for 
K(k) in the respective regions are shown. The 
regions satisfying the above inequalities are shown 
in Figs. 2, 4, and 6, according to the relative mag­
nitudes of 1'1' 1'2' and 1'3' where the above five 
regions correspond to the regions which are 

above the line (x = xl)' 

above the line (x = x 2) and below the line (x = xl)' 

above the line (x = x 3) and below the line (x = x 2), 

above the line (x = x 4) and below the line (x = x 3)' 

below the line (x = x 4)' 

respectively. The values of x between the regions 
are given by 

Xl = cos-1 [(s - 1'3 - i'2)/Y1]' 

x 2 = cos-1 [(s - 1'3 + 1'2)/'>'1], 

(3.6) 

(3.7) 

J.Math. Phys., Vol. 13,No. 1, January 1972 



                                                                                                                                    

18 HORIGUCH~ YAMAZAK~ MORITA 

X3 ::: cos-1 [(s + 1'3 - 1'2)/1'1)' 

X4 ::: COS-1 [(s + 1'3 + ')I2)/')I1J· 

(3.8) 

(3.9) 

For the present case, we have Fig.2(A). For a 
fixed value of s, an integration is taken over x 
from 0 to rr, when cosx varies from +1 to -l. 
Considering the figure, we subdivide the present 

(I A) 

(i) 

I 
r.+r.+r.r·-· 3 2 , 

s 11 9~-; 
,~ 

(id 

(I B ) I 
(il 

r3 + Y2 +r, ~.-. 

(ii) 

__ I Y-+r.-Y---j 3 2 , 
(iii) 

r -Y H t---
3 2 'I 

( iv') 

.--.~ ~ -Y2 -r, 
(v) 

o 
r, cos X (X =0) 

FIG. 2. Figures showing the regions satisfying the inequali­
ties (3.5), for Cases (IA) and (IB), respectively. 

(;) (i;) 

:1' 0 

01 

l' X, 0 
i -------I 0 1 -I 1 

I X2 

(ii;) !iv) 

0 

l' 0 l' Xz 
-I 0, - 1 0 

(v) (iv') 
X

31 
X2 

o [X2 

"ill" .~ 
oj -I 1 -I 01 1 

FIG. 3. Complex k plane for Case (I). The values of x1'x2 ' 
and X3 are given by Eqs. (3. 6)-(3, 8). 
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case as follows: 

(ii) ')13 + ')12 - 'Y1 < s < ')13 + ')12 + ')11' 

(iii) ')13 - ')12 + ')11 < s < ')13 + ')12 - ')Iv 

(iv) - ')13 + ')12 + 'Y1 < s < ')13 - ')12 + ')Iv 

(V) 0 < s < - ')13 + ')12 + h' 

We notice that, for the values of s belonging to 
Case (ii), we have regions for 0 < k < 1 and 
1 < k < + 00 according as xI < X < rr and 
o < x < xI; for s belonging to Case (iii), we have 
only one region where 1 < k < + 00 for 0 < x < rr; 
and so on. Figure 3 shows the values of k taken 
for the respective case. The formulas appro­
priate for K(k) at the respective ranges of k are 
found from Fig. 1. Applying the formulas (2.2) and 
(2.4)-(2.6) of K(k) in (3.1) for the respective 
ranges, one obtains the follOwing formulas: 

Case (ii): 

(3.11) 

(3.12) 

(3.13) 

(3.18) 
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Case (IB): 0 < Yl < Y2 < Yl + Y2 < Y3: For 
this case, inequalities (3.5) are shown in Fig.2(B). 
From this figure. we see that the subdivisions for 
this case are 

(ii) Y3 + Y2 - Yl < s < Y3 + Y2 + Yl' 

(iii) Y3 -Y2 + Yl < s < Y3 + Y2 -Yv 

(iv')Y3-Y2-Yl <s<Y3-Y2 +yv 

(v') 0 < s < }'3 -Y2 -Yl' 

The values of k for the respective cases are 
shown in Fig. 3. For Cases (ii), (iii), and (iv'), we 
have Eqs. (3.10) and (3.11), Eqs. (3.12) and (3.13), 
and Eqs. (3.14) and (3.15), respectively. For Case 
(v'), we have 

(3.19) 
and 

4. ORTHORHOMBIC LATTICE GREEN'S 
FUNCTION: FORMULAS II AND m 

We consider at first the case in which Y1 is larger 
than Y2 and Y3' and then we have 0 < Y2 < Y3 < Yl' 
The formulas are given separately for the two 
cases, i.e., Yl < Y2 + Y3 and Y2 + Y3 < Yl' 

Case (IIA). 0 < Y2 < Y3 < Yl < Y2 + Y3: The 
inequalities (3. 5) are shown in Fig.4(A) for this 
case. Now subdivisions are as follows: 

(ii) Y3 - Y2 + Yl < s < Y3 + Y2 + Yl' 

(iii) - Y3 + Y2 + Yl < s < Y3 - Y2 + Yv 

(iv) Y3 + Y2 - Yl < S < - Y3 + Y2 + Yv 

(v) 0 < s < Y3 + Y2 - Yl' 

The ranges of k for the respective cases are 
found from Fig.4(A) and shown on Fig. 5. The 
values of x 1 ,x2 ,x3 , and x 4 are given by (3.6)­
(3.9). For Case (ii), we have Eqs. (3.10) and 
(3.11), for the real and imaginary parts, respec­
tively. For Case (iii), one has 

GR(s) = h fjl dx K(~\ + t dx kK(k)l (4.1) 
~2 Y2Y3 [~ / ~ J 

and 

G~s) = 1 
~2..jY2Y3 

For Case (iv), one has 

GR(s) 

= hv: [- .r dx K(_111) + {l dx K(~\ 
~2 Y2Y3 0 , k ~ V I 

(4.2) 

+ .( dx kK(k~ (4.3) 

and 

1 [ rX:3 (:.Jii2=1) Gis) = ;::;:;:;:, In dx K I I 
~2 Y2Y3 0 k 

+ r dx kJ K( kJ ~ 
• "3 ,JITk'f ff+1i'f) 

+ {ldXK(~)J (4.4) 

For Case (v), one has 

and (4.5) 

G1(s) = 1 r (3dx Kf.~) 
~2..jY2Y3 to \ Ikl 

+ d 1 K 1 k (: k ~ .r:; X vT+kj I1+Jq 

+ .(dXK(~)l 

"\ 

( ---) '\-" 
III ~ , "\ 

-~--J '\-'" 

(4.6) 

(i) 

1; t~ tr, L--- ' 
Iii) 

~-Yztr, I-
"\ 

(iiiJ '\-, "\ - '\-" 
\.'\- -\.'\- "\ r2 -r3 H, --- '\-":> 

/ -'iv') \.'\--
-r3 -r2 H, ( 3 

-Y, 0,/,/ Yr 

(iV) /Cf 
L-~L--(+) 1; -:; - ~J 

, __ , " 
r, cos X [,,\ (x=o) 

(x =,,) /,,'\-" 
\.'\-

o _,_'_ r, 
r, cos X 

" (X = 0) 

-r, 
(X = r ) 

FIG. 4 _ Figures showing the regions satisfying the inequali­
ties (3. 5), for Cases (IIA) and (ITB), respectively_ 

(ii) 

-I 

(iv) 

-I 0 

(i. ) 

(ii;) 

i~ 
_f~X1 

----1- 0', 

o r X, 

-I 0 

( y') 

X3 X,O r X, X, 

-I 01 

FIG. 5. Complex k plane for Case (n). The values of ~,x2' 
X3,and x 4 are given by (3.6)-(3.9). 
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Case (lIB): 0 < 1'2 < 1'3 < 1'2 + 1'3 < Y1: For 
this case, the inequalities (3.5) are shown in Fig. 
4(B). Now the range 0 < s < 1'1 + 1'2 + 1'3 is sub­
divided as follows: 

(ii) 1'3 - 1'2 + Y1 < s < 1'3 + 1'2 + 1'1' 

(iii) - 1'3 + 1'2 + 1'1 < s < 1'3 - 1'2 + 1'1' 

(iv')- 1'3 - 1'2 + Y1 < s < - 1'3 + 1'2 + 1'1' 

(v') 0 < s < - 1'3 - 1'2 + 1'1' 

Figure 5 shows that, for Cases (ii), (iii), and (iv'), 
the values of k are restricted to the same regions 
as corresponding cases (ii), (iii), and (iv) of (IIA), 
and one obtains the same expressions (3.10) and 
(3.11), (4.1) and (4.2), and (4.3) and (4.4), res­
pectively. 

',(m A) r 

I 5 
1 

-~ 0 I / ~ -- /, 
~ cos X / / ,,:, (X = 0) 

/ " 
(X=JT) /1\."\-

, (m B) 511 

(i) 

Y3+Y2+~ ~.--. 
I 

(ii) 

i 
( iV) 

- I x-x-x -l 3 2 I 
(V') 

-~ 0 ~ 
( X = IT) r, cos X ( X =0 ) 

FIG.6. Figures showing the regions satisfying the inequali­
ties (3.5), for Cases (lIlA) and (mS), respectively. 

I 
I 

_P"'L~XI=0L-_ 
0) -I ~

X2 

o "X, X2 
----~I ----:0 1 

( iv) 

~
"X2 

o 

__ " X2 

o 1 -I 

(v) 

o " X2 
-I o 

(ivl X2 

f~~ 
----~I -01 1 

(v,) om" 

----Ioh-
FIG. 7. Complex k plane for Case (In). The values of x 1,x2' 
and x3 are given by (3.6)-(3.8). 
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For Case (v'), one has 

GR(s) = he {4dx kK(lkl) 
7T 2 1'21'3 L 0 

(4.7) 

(4.8) 

In the next place, we consider the case in which 111 
is smaller than one of 1'2 and 113' and larger than 
the other. We assume that 1'2 < 1'3 without loss of 
generality, and hence we have 0 < 1'2 < 1'1 < 1'3' 
The formulas are given for the two cases, 
1'3 <1'1 + 1'2 and 1'1 + 1'2 < 1'3' separately. Figure 
6 shows the inequalities (3. 5) for these cases. 

Case (IlIA): 0 < 1'2 < 1'1 < 1'3 < 1'1 + 1'2: By 
Fig. 6(A), we see that the subdivisions for this 
case are as follows: 

(ii) 1'3 - 1'2 + 1'1 < s < 1'3 + 1'2 + 1'1' 

(iii) 1'3 + 1'2 - ')11 < s < ')13 - 1'2 + ')Iv 

(iv) -')13 + 1'2 + ')11 < s < ')13 + ')12 -1'1' 

(v) 0 < s < -')13 +')12 + 1'1' 

The ranges of k for the respective cases are 
shown in Fig. 7. For Cases (ii), (iii), (iv), and (v), 
we have Eqs. (3.10) and (3.11), Eqs. (4.1) and (4.2), 
Eqs. (3.14) and (3.15), and Eqs. (3.17) and (3.18), 
respectively. 

Case (IIIB): 0 < ')12 < 1'1 < ')11 + 1'2 < 1'3: By 
Fig. 6(B), the range 0 < s < ')11 + ')12 + 1'3 is sub­
divided as follows: 

(ii) ')13 - ')12 + ')11 < S < ')13 + ')12 + ')Iv 

(iii) 1'3 + 1'2 - ')11 < s < 1'3 - 1'2 + 1'1' 

(iv') ')13 - 1'2 - ')11 < S < ')13 + ')12 - 1'1' 

(v') 0<s<')I3-1'2-1'1' 

The ranges of k for these cases are shown on Fig. 
7. They show that the formulas for Cases (ii), (iii), 
and (iv') are the same as the ones for Cases (ii), 
(iii), and (iv) of (IlIA), respectively. For Case (v'), 
we have Eqs. (3.19) and (3.20). 

5. RESULTS OF NUMERICAL COMPUTATIONS 
AND REMARKS 

We easily see that Eq. (1.1) is symmetric for the 
exchange of three parameters 1'1,1'2' and 1'3' 
Therefore, we expect that formulas (UA) and (llIA) 
give the same results as formula (IA) when the 
parameters 1'1,1'2' and 1'3 are interchanged in their 
roles. The situation is the same for formulas (IB), 
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I. 0 r-r-,-----.r----,--.,-----,-----, 

( Y, , Y2 , Y3 ) 

= (00 , 1.0 , 1.0 ) 

0.51--'""""'----"1-

00 '----'------'---'------'---~---' 
o 2 3 4 5 6 

5 
FIG. B. The values of the lattice Green's 
function at the origin,G(s - i£),for the ortho­
rhombic lattice. Parameters n, Y2' and Y3 are 
0.0, 1. 0, and 1. O. G)! and G] indicate the :eal and 
imaginary parts,Gn\s) and Gj..s), respectively. 

(~ ,~ 'Y3 ) 

10 = (0.5, 1.0 , 1.0 ) 

G, 

0.51--~-~1---~-------__I 

2 3 4 5 

S 

FIG. 9. Gn(s) and G/(s) for the case where 
(Yt'Y2'Y3) = (0.5,1.0,1.0). Cf.the caption 
of Fig. B. 

6 

1.0 ,---,-----,----,----,--.----, 

(~ , ~ , Y3 ) 

= ( 1.0 , 1.0 , 1.0 ) 

0.51---+-\-------=-'\-----------1 

2 3 4 5 6 
S 

FIG. 10. Gn(s) and Gis) for the case where 
(Yt'Y2'Y3) = (1.0,1.0,1.0). Cf.the caption of 
Fig.B. 

( ~ , ~ , Y3 ) 

=(10,10,15) 

0.5 I--+---+P-....:::-----+-----__I 

2 4 

S 

FIG.11. Gn(s) and G1(s) for the case where 
(Yt'Y2'Y3) = (1.0,1.0,1.5). Cf.the caption 
of Fig. B. 

6 

1.0,--...,.-----,--.,-----,---,.--..., 

(~'Y2'Y3) 
= ( 1.0 , 1.0 ,2.0 ) 

0.5 

2 3 
S 

FIG. 12. Gn (s) and G1(s) for the case where 
(Yt'Y2'Y3) = (1.0,1.0,2.0). Cf.the caption of 
Fig.B. 

1.0,----,--..-----r--,----.,-----, 

(Y"Y2 ,Y3 ) 

= ( 1.0 , 1.0 , 3.0 ) 

0.5 1----+----,.-----+-----+-----1 

FIG. 13. G (s) and G1(s) for the case where 
(Yt'Y2'Y3) f1. 0,1. 0, 3. 0). Cf. the caption of 
Fig.B. 
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I. 0 ,..--...------.----,,---.,-----.---, 

(Y',Y2 ,Y3 ) 

• (0.0, 1.0,2.0 ) 

o. ~ i-----t----'_--+-+-I.----------i 

0.0 '--_...l-_-'-_--"-_---' __ .l..-.-----' 
o 2 3 4 5 6 

S 
FIG. 14. GR (s) and G1 (s) for the case where 
(Y1,)'2'Y3) = (0.0,1. 0, 2. 0). Cf. the caption of 
Fig.a. 

(J; , Y2 , Y3 ) 

=(0.2,1.0,1.8 ) 

0.51---+-+---->0.0;:---/-+-1\--------1 

00 0L--....L.....J...----'2-~....L3--.... 4--..:'-5-~6 

S 

FIG. 15. GR(s) and G1 (s) for the case where 
(Y1'Y2'Y3) = (0.2,1.0,1.8). Cf.the caption of 
Fig.a. 

(llB), and (nIB). In fact, we can confirm those 
facts by numerical calculations. However the 
numerical calculations of formula (I) are found to 
be less laborious than those for formulas (II) and 
(m). The curves of GR(s) and G1(s) are shown in 
Figs. 8-17 for a number of sets of parameters ')'V 

1'2' and 1'3' 
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1.0 r---,----,--,--.,-----.---, 

( r, , Yz , Y3 ) 

.(0.5,1.0,15 ) 

2 3 4 5 6 

S 
FIG. 16. GR (s) and G1 (s) for the case where 
(Y1'Y2' Y3) = (0.5,1. 0,1. 5). Cf. the caption of 
Fig. 8. 

(J; , Y2 , Y3 ) 

= (08, 10 , 12 ) 

0.5 I-+T-f\---~r--------~ 

2 3 4 5 6 

S 
FIG. 17. GR (s) and G1 (s) for the case where 
(Y1'Y2'Y3) = (0.8,1.0,1.2). Cf.the caption of 
Fig. 8. 

As noticed for the cases of the simple cubic and 
tetragonal lattices, the expressions for the Green's 
function along an axis are obtained simply by 
multiplying the factor coslx to the integrands of 
all the integrals occurring in our formulas. Here 
we must notice that all the formulas (I), (II), and 
(m) are needed for the calculation of the orthor­
hombic Green's function along all of the axes. 

3 S. Katsura and S. Inawashiro, J. Math. Phys.12, 1197l). 
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Unitary irreducible representations of the conformal group which, when restricted to its Poincare 
or Weyl (= Poincare group extended by dilatations) subgroups, remain irreducible are found. In parti­
cular it is proved that the continuous spin representations (p • p ~ = 0) of the Poincare group cannot be 
extended to the conformal group and that, on the other hand, l known extension in the discrete spin case 
is unique (up to a unitary equivalence). Similar results hold for Weyl group for which, in addition, 
extensions also exist in the case p 'p~ ;c O. Namely, e,ach unitary irreducible representation of the 
Weyl group characterized by the sfgn of p 'p~ (;cO) and by invariants of the corresponding little group 
can be extended to a one-parameter family of irreducible representations of the conformal group. 
Finally, it is shown that, besides the above mentioned extensions of unitary irreducible representations 
of the Weyl group, there are no others. 

1. INTRODUCTION 

In elementary particle physics, there has been a 
renewed interest in the conformal group.1-8 The 
main motivation for it comes from the following 
features of the conformal group (which are, how­
ever, closely related to each other): 

i) The conformal group is the lowest dimension­
al semi- simple group containing the Poincare 
group. Hence, it may be considered as a poss­
ible candidate for a generalization of the 
Poincare group.2 

(ii) Since it is locally isomorphic to SO(4, 2) or 
SU(2, 2) which contains various 'physical' 
groups [e.g. SO(4, 1), SO(4), SO(3, 1), SO(2, 1), 
etc.], it serves as a spectrum generating 
group for hydrogenlike atoms and a successful 
model in hadronic spectroscopy as well. 3 

(iii) It is the largest group preserving locally the 
light cone and thus an exact space-time 
symmetry group for massless particles. 4 

(iv) The conformal group appears to have relev­
ance also to massive particles. Based on our 
interpretation of five generators (in particular 
a dilatation) which in addition to the Poincare 
generators form a Lie algebra of the con­
formal group, it may be treated either as an 
approximate symmetry groupS ,9 or as an 
exact symmetry group.6,lO. 

The last two aspects of the conformal group give 
rise to two problems in field theory-a rigorous 
definition of conformal invariance of field equa­
tions and a classification of the conformally in­
variant field equations. These questions were 
discussed in Refs. 7 and 8, where conditions under 
which the various equations are conformally 
invariant were derived. In our work we solve a 
related problem. We find unitary irreducible 
representations of the conformal group [SU(2, 2)] 
which remain irreducible when restricted to the 
Poincare group (9 (see Sec. 2) or the Weyl group 
'W (Sec. 3)11-the largest group which maps (one­
to-one) Minkowski space into itself preserving 
the causal order of vectors. This is necessary in 
order to classify all conformally invariant field 
equations in which the field transforms irredUCibly 
under the Poincare or Weyl group. 

2. IRREDUCmLE REPRESENTATIONS OF 
SU{2,2P (9 

We have already mentioned that the conformal 
group is locally isomorphic to group SU(2, 2). 

23 

Various classes of irreducible representations 
(IR) of SU(2, 2) have been studied; 12 however, 
there is no complete list of all. On the other 
hand, such a list exists for the (proper orthochron­
DUS) Poincare group (P .13 Thus in order to find all 
urn's of SU(2, 2) which when restricted to (9 are 
irreducible, we proceed as follows: We take a com­
plete list of urn's of (P and show which of them can 
be extended to urn of SU(2, 2)-that is we prove 
in which cases there exists extra operators acting 
on our carrier space of rn of (P such that they can 
be identified with the generators of SU(2, 2). 

First let us remember that the Lie algebra of 
SU(2, 2) is given by: 

[MKA' M llv ] 

= i(gAIlMKv - gKIlMAv - gAvMKIl + gKvMAIl)' 
(2.1) 

[PIl ' p v] = 0, (2.2) 

[It, Mil v] = i(gAIlPv - gAvPIl)' (2,3) 

[KIl , Kv] = 0, (2.4) 

[KIl , M Av] = i(gIlAKv -gllvKA)' (2.5) 

[KIl , Pv] = 2i(gllvD - Mil v), (2.6) 

[D, M llv ] = 0, (2.7) 

[D,PIl ] = iPIl , 
(2.8) 

[D,KIl ] =-iK 
Il' 

(2.9) 

Here, Mllv(Mllv = -Mvll ) and Pil are generators of 
the Poincare group (9, which together with a dilata­
tion D and special conformal transformations K 
form the Lie algebra of SU(2, 2).14 Because of the 
relation eialJp ·Plle- iaD = e-2ap ·pll (a real), 
it is clear that representations ~hich are irreduc­
ible under both (9 and SU(2, 2) cannot be charact­
erized by an eigenvalue of invariant Pil ·PIl which 
is different from zero. Thus we may restrict 
ourselves on representations of (P with Pil • Pil = 
rn 2 = 0. 15 There exist twenty classes of IR's of 
(9 with P ·pll = 0 and p ;" 0.13 They are character­
ized by four or five intariants as shown in Table 1. 
Here, W is the Pauli-Lubanski vector (W

li 
= t 

E vpo WPPO), WIlWfl is an invariant of the llttle 
g~oup E(2), SE IS a sign of energy (SE = (Po/IPol», 
S is analogously a sign of the eigenvalue Wo 
r:ta:ted to the second invariant of E (2), and I;\, I is 

J.Math. Phys., Vol. 13,No. l,January 1972 



                                                                                                                                    

24 J. M I C K E L S SON, J. N lED E R L E 

TABLE I. Irreducible representations of <P withP~'P~ = O,P~ ,. O. 

Class 

1-8 
9-12 

13-16 
17-20 

Invariants 
P~P~,/'~ '" 0 

o 
o 
o 
o 

w w~ 
~ Se 

0 ±1 
j> O,j-real ±1 
-:i < 0, j-real ±1 
a, a-complex ±1 

a fixed proportionality number, W = IA IP . If IA I 
is an integer or a half-integer, th~ corres~onding 
representation is single- or double-valued, res­
pectively. In the case w wI' "" 0, the rn of <P is 
characterized by four irivariants. It may again be 
single- or double-valued depending on the sign of 
S - e21TiMl - e211iM2 - e21Ti~3 M - ~ E M 

'M - - - 'i - 2 ;j"'''jk 
-namely, if SM is +1 or -1, respectively. rn of <P 
characterized by p P~ = wl'w~ = 0 are called mass 
zero 'discrete spiri' representations. The repre­
sentations p P~ = 0 and W~W~ = j > 0 are analog­
ously called 'continuous spin'representations for 
the massless case. 

If the mass m 2 = P PI' = 0 there is still another 
possibility. Namel~ PI' is a null vector, i.e., 
P~ = O. In this particular case IR I s of <P are 
characterized by two invariants of the Lorentz 
group SO(3, 1)13: M2 - N2 and MoN,l6 that is by a 
pair of numbers (k 0' c) where k 0 = 0, (1/2), 1, (3/2), 
. .. and c is a complex number.1 7 These repre­
sentations are unitary (oo-dimensional) if either 
c is pure imaginary and k 0 = 0, (1/2), 1, (3/2), ... 
(principal series) or 1> c>: 0, c real and k 0 = 0 
(supplementary series). 

A. The Continuous Spin Case 

A complete basis for IR of <P characterized by 
P pI" = 0, P "" 0, and W WI" = j > 0 is given by 
/ectors l8 I" I" 

Ip,A>,-oo<..P;<oo,p2"" O,A =0,±1,±2,'" or 

A = ±(1/2), ±(3/2), ... , with the scalar product 

(p' A'ip A)=2IpI3-o 003 (P-p'). 
" A>.' 

Consider commutator (2. 6): 

(2. 10) 

From the explicit formulas for the generators 
given in Ref. 18, we see that Mp and M13 are 
diagonal in A. Because of (2.7) there is a basis in 
which D and M1 · are diagonal in A. Since PI" are 
diagonal in A, itJfollows from (2.10) that the opera­
tor [Kl.J(P)], wheref is a function of P, is diagonal 
in A. In particular,f (P) can be taken as 

f(P) = (Pi + P~ + ~)1/2 == Po' 

On the other hand from Eq. (2. 6) follows 

Since, according to Ref.l8, M 10 connects states 
with A differing by 0 and ± 1 we get 

[KvPo] "" [K1' (Pi +P~ +11)112]. 
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±1 
0,1,2, . ", or 
1 3 5 
'2, '2, 2'···· 

±1 
±1 
±1 

Representa­
tion of 6' 

unitary 
unitary 
non-unitary 
non-unitary 

The conclusion is that there exists no representa­
tion of SU(2, 2) which, when restricted to <P, is 
urn of <P with continuous spin. 

B. The Discrete Spin Case 

In this case P If pI' = m2 = j = O. Moreover, the 
helicity A is flXed in urn and equal to 0, ±1, ±2, ... , 
or ±1/2, ±3/2, •. '. Thus our basis of rn is only 
labeled by Pi' It is well known that these repre­
sentations of <P can be extended to the most degen­
erate discrete series of urn of SU(2, 2).19 Let 
us show here that such an extension is unique. 

Thus suppose there exist two extensions and that 
the corresponding five extra generators of SU(2, 2) 
are K 1"' D and K~,D', respectively. The most 
general action of the dilatation subgroup consistent 
with the commutation relation is 

eiaDlp> = ei at I e a p >, (2. 11) 

where t is a constant which is real in UR. It then 
follows that the operator D' - D is also a con­
stant (times a unit operator). Let us denote 

D' =D + t, AI' =K~ -KI' 

and let us show that necessarily D' = D and K~ = 
K 1"' From expression (2. 6) we have 

[Ao'Pj ] = [Ko.Pj ] - [Ko,lj] = o. 

The operator Ao is therefore diagonal in p and we 
may write 

Aolp> =f(p)lp> or Ao =f(P), 

where f(P) is an operator valued distribution in P. 
Since 

[Ao' Mij ] = 0, 

then f(P) = f(p), where P = (pop)1/2 = ±Po' 
Further, from commutation relations we get 

(P'I e- iaD Ao eiaDlp) = e-a (P' IAolp) 

= e-a f(P)2p 3 0(p' - p) 

or according to (2.11) 

(P' Ie-taD Ao eiaDlp) = (eap' IAoleap) 

=f(eap) 2p3 0(p' - pl. 

Thus comparing rhs of the last equations we obtain 

so thatf(P) = b/p, where b is some constant. From 
commutation relations (2.1), (2.5) we have 
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[Mop [MOp b/P]] = [MOj' [MOj'KO -Ko]] 

=-i[MOj'Kj -Kj] =-KO +Ko = - b/P. 

The lhs of this equation can be calculated by using 
the explicit form of M OJ given in Ref. 18. The 
result is 

Both expressions are not in contradiction only for 
b = 0, that is, if Ko = K o. Commuting this with 
M OJ' one sees that Kj = K j' too. 

Finally it follows from 

that D' = D. We conclude that a given mass-zero, 
discrete spin representations of CP can be extended 
to rn of SU(2, 2) in one and only one way. 

C. Null Vector Case 

The fact that the UI representations ofthe Poincare 
group with P PI' = 0 and P = 0 cannot be extended 
to represenfutions of the I'conformal group is a tri­
vial consequence of the simplicity of the latter.2 0 

Finally let us remark that in the last two sections 
we have not used the integrability of special con­
formal transformations KI" Therefore, we have 
proved an even stronger result. 

Theorem: The only representations of the con­
formal algebra which are 

(i) integrable with respect to the Weyl subgroup, 

(ii) unitary with respect to the Poincare group, 

(iii) and remain irreducible under the Poincare 
group, are the most degenerate urn of SU(2, 2) of 
discrete series (ladder representations) given in 
Ref. 12. 

3. mREDUCmLE REPRESENTATIONS OF 
SU(2, 2),J, W 

The Lie algebra of the Weyl group {= T4 ~ 
[SOo(3, 1)@D]} is given by commutation relations 
(2.1)-(2.3), (2.7), and (2.8). The UlR's of W were 
studied in Ref. 21 and can be divided into five 
classes in accordance with orbits generated by a 
direct product of the universal covering of the 
Lorentz group with the dilatation, Le., SL(2, c) @ D, 
in the group of characters of four translations T4. 
We get the following five infinite-dimensional 
classes of UIR of '1))21: 

(i) Orbit PI' = O. The UIR of W is characterized 
by the pair (ko' c) related with two invariants 
of SL(2, c) and by a real number s. 

(ii) Orbit P pI' > 0 with either Po > 0 or Po < O. 
The urn of W is characterized by an eigen­
value of the invariant of SU(2), that is by j 
which can be 0, (1/2), 1, (3/2), ... , and by the 
sign of the energy Po' 

(iii) Orbit PI'PI' < O. The urn of W is characteriz­
ed by an invariant of SU(l, 1). 

(iv) Orbit ljpl' = 0 with either Po > 0 or Po < O. 
The Uill of W is characterized by the sign of 
Po> by the invariant j of E(2), and, if 0 < j < 00, 

by the fact whether the helicity X takes all 
integer or half-integer values. 

(v) Orbit P pI' = 0 with either Po > 0 or Po < n. 
The urn of W is characterized by the sign of 
PO' by invariant j = 0 of E (2), by fixed helicity 
X (an integer or half-integer number), and by 
the real parameter s. 

The representations of classes (i) and (v) are 
irreducible under the universal covering of the 
Poincare subgroup CP. All possible extensions from 
the IR's of <P to SU(2, 2) are already classified in 
Sec. 2, so that we are left with classes (ii), (iii) 
and (iv). 

Exactly in the same way as in Sec. 2.1, it is poss­
ible to show that the representations of class (iv) 
cannot be extended to rn of SU(2, 2). Therefore, 
we only have to consider classes (ii) and (iii). 

For each representation :D(G) of the little group 
G[G = SU(2) or SU(I, 1); in the former case it is 
also necessary to specify the sign of Po] we realize 
the representation 'U(:D(G» of SU(2, 2) induced by 
:D( G) as follows: 

Consider the Hilbert space JC of square- integrable 
functions CP,I/I, ••. of a 4-momentum PI' and a 
discrete variable X with the scalar product 

(cp 11/1) = ~ f cplpl" X) I/Ilpl" X) d4p. (3.1) 
A t!. 

Here: (a) If G = SU(2), X takes the values -j, - j + 
1, .•. , + j (j is the spin) and ~ consists of points 
for which P pI' > 0 and either Po > 0 or Po < 0, 
depending 6n the representation considered. (b) If 
G =SU(I, 1), ~consistsofpointsforwhichp pI' < 0 
and X takes the values 0, ±1, ±2, .•. , in the ~ase 
of continuous series of representations of SU(I, 1) 
or X = m o' mo + 1, ... , or -mo' -mo - 1, .. " in 
the case of discrete series. mo is a positive 
integer or half- integer. 

In this space the Lie algebra of W is realized by 
the operators22 

PI' = PI" 

D = ilpl'0l' + 2), 

M12 = -i(P X V)3 + R, 

M23 = -i(P X V)l + 1p1/P + P3) R, 

M31 = -i(P x vh + (P2/P + P3) R, 

MOl = -ilpoG 1 + P1 nO) - pJo~iJJ) R 

mSE [P1 1p'T) J 
- p2 P + P

3 
- PT1 , 

. ) POP1 
M02 = -tlpoo2 + ~oo + p(jJ + iJJ) R 

_ mSE [P2 1p'T) _ pT, 1 
p2 fJTli; 2J' 

M03 =-ilpoo3 +P300)- mSE (p'T), 
p2 

(3.2) 

(3.3) 

(3.4) 

(3.5) 
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where we have used the notations: 

SE = sign (PollPo I), 
m = + (IPIlPIlI)1/2, 

P = + (pi + p~ + p;)1/2 , 

(p'T) = P1 Tl + P2T2• 

{Tv T2 , R} is a representation of the Lie algebra of 
G with the following commutation relations: 

[Tv R ] =-iT2' 

[T2,R] = iT!, 

[Tv T2] = iOR, 0 == sgn(m2/lm2 1). 
(3.6) 

We can now make an extension to the conformal 
algebra by setting 

K = k + 2i(L - M ) (il V + ib L) (3.7) 
II II IlV /lV m2 ' 

where 

L llv =i(PllgvAilA -Pvg/lAilA), (3.8) 
b2p 

kll =PllgKAilKilA. -2gIlK(PA.ilA. + 2)ilK_~. 
m2 

(3.8') 

and b is an arbitrary constant. If we require the 
generators K II to be self adjoint, then b has to be 
real. In the spinless case (L v = M v), it is enough 
that b2 is real.23 II /l 

Let us remark that the commutation relations for 
the generators given above can be checked by a 
direct calculation. This is done easier in the 
'spinor-basis' defined in Ref. 24 where the genera­
tors take a particularly simple form: 

M IlV'= L llv + SIlV' 

Kil = kll - 2iSIlv W + ib(pv/m2), 

Pil =PIl ' 

D = i(Pllilll + 2). 
Here, 

(Sov S02,S03)= i(~3' 5.3 v S:t2) = is, 

s = II 
1
(Tv T2,R) if p, pil > 0, 

(iTv iT2' R) if P/lPIl < O. 

Next we shall prove the following theorem. 

Theorem: Every representation of the conform­
al algebra acting in Hilbert space :Ie defined in 
(3.1) which is integrable with respect to the sub­
group W, the restriction of which with respect to 
W being a unitary irreducible representation of the 
class (il) or (iii), is equivalent to one representa­
tion of the family given in (3.1)-(3.7). 

Proof: Let {M v' P ,D} span an integrable re­
presentation of th~ Li~ algebra of 'W of class (ii) 
or (iii) acting on Hilbert space:Ie. Suppose that 
we have two extensions to the conformal algebra 
with additional generators KIl and K:, respectively. 

Let us put 

(3.9) 
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It is comfortable to work with the momentum­
helicity basis 

PIlIPIl,jA> = Plllpll,jA >, 

P-MIPIl,jA> =pAlp/l,jA >, 

where j labels the representations of the little 
group G. 

We have the commutation relations 

[PIl,OV] = [P/l,K~ -Kv] 

= 2i(M" -g D) - 2i(M -g D) = 0 
1-1 I-IV VII I-IV , 

[P-M, 001 = perM, 00 ] = o. 

Therefore, we can write 

(3. 10) 

Let us remember that Pauli-Lubanski 4-vector 
~ is defined by 

w =1. E Mvppaor 
II 2 Ilvpa (3.11) 

Wa = P-M, W = poeM - (P x N), 
where 

M = (M23, M 3V M 12 ), N = (MOl> M 02' M 03 )' 

In the helicity basis we have 

WoIPI-I,jA> = P-M 1PI-I,jA > = PAlp~,jA > 

We can now rewrite Eq. (3.10) in operator 
notation: 

00 =f(PI-I' Wo)· 

Since 0 0 commutes with rotations, we can write 

Now we use the fact that 011 transforms as a 4-
vector under homogeneous Lorentz transforma­
tions. The most general 4-vector whose 0 com­
ponent depends only on Po and Wo is given by 

O' =/ (M2)P + f.. (M2)W 25 II 1 1-1 2 1-1' 
(3. 12) 

From the commutation relation (2.8) follows that 

e iaD Plle- iaD = e-apll · 

Therefore 

eiaD(p )ne-iaD = e-na(P )n 
II II 

and taking into account (3.11) 

From (2.9) it follows that 

eiaDO e- iaD = eaO • 
}l II 

(3.13) 

(3.14) 

(3. 15) 

From this formula together with expression (3. 13), 
it follows that Oil is a homogeneous function of 
degree -1 in the momenta PIl , so that 

(3.16) 
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Let us go to the spinor basis. Substituting expres­
sion (3.8) into MHV = LJlv + SHV and putting the 
obtained expression for MJlV into (3. 11), we get 

Wo = p·S, W = PoS - i(p x S). (3. 17) 

Keeping in mind that SOj = isj' we obtain 

(3.18) 

Suppose now that KJl is given by expression (3.7) 
with b = O. After a tedious calculation we receive 

(3.19) 

• On leave of absence from the Research Institute for Theore­
tical Physics, HelSinki, Finland. 
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The problem of finding highest-weight polynomials in certain chains of subgroups of the unitary group 
is shown to be related to finding semi-invariants of certain ground forms according to the theory of 
invariants developed by mathematicians long ago. 

INTRODUCTION 

The Lie algebras of the full linear group in n­
dimensional space, as well as those of many of 
its Lie subgroups, can be realized as qifferential 
operators in certain indeterminates, and bases 
for integral representations of the linear group 
can be realized as polynomials in these indeter­
minates. Given any irreducible integral repre­
sentation (IR) of the unitary group U(n) in n dimen­
sions, the problem of dividing the carrier space of 
the IR into subspaces, each of which is irreducibly 
invariant under a given subgroup of U(n), is of 
much significance in problems of nuclear physics. 
It happens that this problem amounts to obtaining 
the semi-invariants of certain ground forms in 
multiple fields. The purpose of this article is to 
point out this connection and to work out one such 
problem of physical interest. 

In Sec. 1, it is shown how the double binary (2, 1) 
form is related to one such problem of physical 
interest discussed recently by different methods. 

In Sec. 2, the highest-weight vectors of a subgroup 
R(3) belonging to the carrier space of an ill (n, 1) 
of U(5) are obtained and their relation to the com­
plete system of covariants of the double binary 
(4,1) form (which was discussed by Todd1 in 
1946) is shown. 

In Sec. 3, we consider the binary n-ary (r, 1) form 
subjecting each set of variables to the group of 
step transformations in the two-dimensional and 
n-dimensional space, respectively. Making use 
of both the Littlewood techniques2 and the classi­
cal symbolic techniques, we obtain a complete 
irreducible system for the highest-weight vectors 
of the subgroup R(3) belonging to the carrier space 
of the IR (n, 1, 1) of U(5), by considering the semi­
invariants of a binary 5-ary (4, 1) form. 

1. RELATION OF THE BASES IN THE CHAINS 
U(3) :>8(3) TO THE DOUBLE BINARY (2, 1) 
FORM 

Consider the (2, 1) form 

(allx 2 - 2a12xy - 2a31y2)x' 

+ (a12x 2 - 2a22xy - 2a32Y2)yl. (1. 1) 

A covariant of this form is a polynomial in the 
coefficients at· and the variables x, y, x', Y I, which 
is invariant with respect to any homogeneous lin­
ear transformation of the pair x, y and any homo­
geneous linear transformation of the pair x', y' , 
independent of one another. A covariant is unique­
ly determined by its leading coefficient called the 
semi-invariant which is a polynomial in the aij' 

A polynomial in at· is a semi-invariant if and only 
if it is annihilated by the operators3 
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A covariant may be supposed to be homogeneous 
both in the variables and the coefficients separate­
ly. The weight of a coefficient aij is defined to be 
(i - 1, j - 1). The weight of a product of coeffici­
ents aij is the sum of the weights of its factors, 
the sum (WI' wi) + (w 2 , w2) being defined as (WI 

+ W2' wi + w 2). It would altio follow that a semi­
invariant is homogeneous and also isobaric. If a 
semi-invariant is of degree d and of weight (w, w'), 
then it is the leader of a covariant of orders n 
and n' respectively in the two pairs of variables, 
where n== pd - 2w and n' = p'd - 2w',p and P' 
being the orders of the ground form in the two 
pairs of variables. If S is a semi-invariant, then 

[C 12' C 2dS = (C 12C21 - C 21C12 )S 

= (C ll -C22 )S = n'S 

and 

(1. 2) 

[L+, L_]S = (L+L_ - L_L+)S = LS == (n/2)S, (1. 3) 

where 
3 a 

C ss' = 6 ars-a-' 
.-=1 ayS' 

2 a 
crt = 6 a 

y s=l YSaay,s 
(1. 4) 

and 
3 2 

L+ == C 2 - C 1, 
1 3 L =C 1 -C 3 . 

(1. 5) 

The covariants of (1. 1) have a finite subsystem so 
that every covariant can be written as a poly­
nomial in the elements of the subsystem. The 
complete irreducible system for the form (1. 1) 
was first obtained in the last century. But the 
same complete system has been obtained recently4 
unconscious of the relation of the system to the 
problem of covariants, in a discussion of the frac­
tional parentage coefficients in Nuclear PhysiCS. 

Consider the linear forms 

a31x' + a32y'· 
(1. 6) 

A polynomial in the coefficients a ij is a simultane­
ous semi-invariant of these forms if and only if 
it is annihilated by the operator C 12' By Peano's 
theorem 5 the simultaneous covariants of the three 
forms can be obtained from those of the first two 
forms by Aronhold's process and the covariants 
of the first two forms other than the determinant 
all a22 - a 12a 21 can in their turn be obtained 
from those of the first form alone by Aronhold's 
process. 

The operators C;', Y, r' = 1,2,3, are then found 
to be nothing but the Aronhold operators of this 
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problem. Peano's theorem then implies in our 
present simple problem, that all the simultaneous 
semi-invariants of the forms (1. 6) can be obtain­
ed by applying polynomials in C;' on the semi­
invariants at 1 (all a22 - a12 a21 ) q. Since an Aron­
hold operator changes a semi- invariant into a semi­
invariant and a covariant into a covariant and does 
not change the degree or order of a covariant, it fol­
lows that all semi-invariants which are of degree hI 
in the symbol 1 as second suffix and of degree h2 in 2 
as second suffix and hence are leading coefficients 
of covariants of degree hI + h2 and weight h2 are 

bt · d b t· hl- h2 ( )h2 o ame y opera mf, on a1l a1la 2Z - a 1Za Z1 
by polynomials in Cr : This shows that all the 
semi-invariants of de~ee h1 + h2 and weight hz 
span a linear space which is irreducibly invariant 
under the Lie algebra £, generated by the opera­
tors C;'. Therefore these semi-invariants form 
a basis for the IR corresponding to the partition 
(hI' h2 ) of the group U(3) whose Lie algebra £ is. 

Now the operators L+, L _, and L span Lie algebra 
R which is isomorphic to that of R(3), the rotation 
group in three dimensions and is a subalgebra of 
£. Since a polynomial in a i · is a semi-invariant 
of the form (1. 1) if and only if it is annihilated by 
C 1Z and L+, it follows that each semi-invariant of 
(1.1) which is of degree hI + h2 and weight hz is 
the highest-weight polynomial with respect to R 
of a certain subspace invariant under R, of the 
carrier space of the IR (hI' hz) of U(3). The term 
"weight" in the expression "highest-weight poly­
nomial" (hwp) is to be understood in a way quite 
different from the weight of a semi-invariant; 
weight here means the eigenvalue of the operator 
L corresponding to which the polynomial is the 
eigenvector of L. 

These highest-weight vectors were obtained in 
Ref. 4 making use of a theorem of Littlewood 6 to 
determine which IR's of R(3) occur when an IR of 
U(3) restricted to the R(3) subgroup, is reduced 
with respect to R(3). The problem of obtaining the 
highest-weight vectors of these component IR's 
and the problem of finding which IR's of R(3) occur 
as components when the restriction to R(3) of a 
given IR of U(3) is decomposed (branching pro­
blem) are dependent on one another. If the branch­
ing problem is solved, then the hwp can be obtained 
at once and if the hwp are known, then the branching 
problem is solved. 

2. BWP IN THE CHAINS U(5) ::J R(3) FROM THE 
DOUBLE BINARY (4,1) FORM 

The hwp in the U(3):::l R(3) chain (i.e., the hwp of 
the various IR's of R(3) which occur when the R(3) 
part of a given IR of U(3) is decomposed into 
irreducible parts) are required for the evaluation 
of the fractional parentage coefficients in the con­
figuration space of a single orbital in the p shell. 4 

When the next shells are considered, one requires 
similar hwp in the U(2j + 1) :::l R(3) chains for 
j = 1,2, .. '. It will be found that the hwp in the 
U(2j + 1):::l R(3) chain for IR's (hI' hz) of U(2j + 1) 
are identical with a set of semi- invariants of the 
(2j, 1) double binary form 

The hwp in the chain U(5):::l R(3) will be found 
explicity only for the IR's (hv 1) to save extensive 
numerical work, the procedure being clearly the 
same for any IR (h ll hz). For j = 2, the following 
operators (having the same commutation relations 
as the operators (1. 5» 

Lo = 2(Ct -c~) + c~ -C:, 
Ll = 2(C~ + C~) + 3(C~ + C~), 

Ll = 2(C~ + C~) + 3(C~ + C~) 

span a Lie algebra 18 which .is a subalgebra of the 
Lie algebra 2( spanned by C" i ,j = 1, ... , 5 of the 
unitary group U(5). The hWp in the chain U(5):::l 
R(3) are precisely the semi-invariants of the (4,1) 
form 

f = (J2a llX4 + 4a21x 3y + 4J3a31xZy2 

+ 8a41xy 3 + 4J2"a51y 4)x' 

+ (J2a1Zx 4 + 4a zzx 3y 

+ 4J3a3zxZyz + 8a4zxy3 + 4J'2a 5zY4 )y'. (2.1) 

A polynomial in aij is a semi-invariant of the form 
(2. 1) if and only it it is annihilated by L 1 and the 
operator 

5 i'J 
C lZ = ~ ar1-- (2.2) 

r=1 i'Jarz 

Similarly, a polynomial in a ij is a semi-invariant 
of the linear forms 

i = 1," .. ,5, 

if and only if it is annihilated by the operator (2. 2) 
Further, all the semi-invariants of degree hI + hz 
and weight hz of these forms are obtained by 
operating on 

(a n )h 1-h2 (allaZZ - a12a Z1 )h2 

by polynomials in the Aronhold operators C.i • 

Hence these semi-invariants span a space V which 
is irreducibly invariant under 2( and every semi­
invariant of (2. 2) of degree h1 + h2 and having 
second component of weight equal to h2 is the poly­
nomial of highest-weight with respect to 18 of a 
certain subspace V' of V, where V'is irreducibly 
invariant under 18 . 

A complete system of covariants for the form 
(2. 1) was obtained long backl but they will be 
obtained here using Littlewood's S function techni­
ques because the chain U(5):::l R(3) is of much 
physical interest and would serve as an example 
of problems of similar kind which are in fact 
numerous. The Littlewood technique also provides 
one with the branching rules even before the semi­
invariants are obtained and the determination of 
the branching rules for such chains has been a 
very difficult (almost impossible) task so far. 

When the pairs of variables x, y and x', y' are 
subjected to independent linear transformations 
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The products x4, x 3y, x 2y2, xy3, y4 are trans­
formed by the induced matrix2 (A){4}, and the row 
vector of the coefficients aij of the form (2. 1) is 
transformed by the direct product of matrices 
A{4} x B. The homogeneous products of degree q 
of the coefficients are transformed by the qth 
induced matrix (A{4) x B){q}. Denoting the direct , 
sum by ~,if 

(2.3) 

then to each term on the right-hand side corres-

({4}, {1}) @ {I} = ({4}, {1}); 

ponds a set of linear combinations of products of 
degree q in the coefficients which transform like 
the direct product of two tensors of types {x} and 
{/L}. Writing the spur of A{4) x B as ({4}, {1}), we 
have from (Ref. 2) ({4}, {1}) @ {n} = ~ ({4} @ {n1' n2}, 
{nl' n2 }), where @ is the Littlewood's "new multi­
plication" and the summation is over all partitions 
(nv n2 ) of n into two parts because the matrices 
A and B transforming the variables of (2. 1) are 
only 2 x 2 matrices. 

It is not difficult to obtain the follOWing expansions 
(some of these were obtained by Murnaghan7 ): 

({4}, {1}) @ {2} = ({8}, {6, 2} + {4, 4}, {2}) + ({7, I} + {5, 3}, {1, 1}); 

({4}, {1}) ® {3} = ({12} + {10, 2} + {9, 3} + {8, 4} + {6, 6}, {3}) + ({ll, 1} + {10, 2} + {9, 3} + 2{8, 4} + {7, 5}, {2, 1}); 

({4}, {I}) ® {4} = ({16} + {14, 2} + {13, 3} + 2{12, 4} + 2{10,6} + {8, 8}, {4}) 

+ ({15, 1} + {14, 2} + 2{13, 3} + 2{12, 4} + 3{1l, 5} + 2{10, 6} + 2{9, 7}, {3, 1}) 

+ ({4} @ {2, 2}, {2, 2}); (2.4) 

({4}, {I}) ® {5} = ({4}@ {5}, {5}) + ({19, 1} + {18, 2} + 2{17, 3} + 3{16, 4} + 3{15, 5} + 4{14, 6} 

+ 4{13, 7} + 3{12, 8} + 2{1l, 9} + {10, 1O},{4, I}), + ({4}®{3, 2},{3, 2}); 

({4}, {I}) ® {6} = ({4}@ {6}, {6}) + ({23, 1} + {22, 2} + 2{21, 3} + 3{20, 4} 

+ 4{19, 5} + 4{18, 6} + 6{17,7} + 5{16, 8} + 5{15, 9} + 4{14, 10} + 3{13, ll}, {5, 1} 

+ ({4} ® {4, 2}, {4, 2}) + ({4} ® {3, 3}, {3, 3}). 

A covariant which is of type ({A l ,A 2} ,{n 1 ,n 2}) has 
the leading term which is just the hwp of an IR of 
\5 occurring in the reduction of the restriction to 
\5 of the IR (nv n ) of 21. Hence in (2.4) each sym­
bol ({4} ® {nv n2 }, {nt, n 2}) may be interpreted as 
standing for the expression "the IR's of \5 contain­
ed in the decomposition of the restriction to \5 of 
the IR {nv n2 } of 21" and the right hand side gives 
the IRs. 

The. covariants of types ({x l' X 2}' {n, O}) of the form 
(2.1) are simply the covarhmts of the binary 
quartic for which the complete irreducible system 
is well known. So we will determine the complete 
system for covariants of types ({X1'A 2},{n, 1}), it 
being necessary to calculate expansions {4} @ 
{n1' n2 } as in (2.4) for some more values of n1 and 
n2 to find a complete system for covariants of all 
types. 

A covariant of type ({Xl' x2}, {n1' n2}) is of orders 
(Xl - X2) and (n 1 - n2 ) in the two pairs of vari­
ables respectively,and is of degree (n t + n2)' It 
will be convenient to denote a covariant of type 

({Al' A2}' {nt, n2}) as Gl~;J. So from the expan­

sions (2.4), (\i°), (24°)' ~200), (3;,0), (30°) are 
found to be irreducible covariants and the expan­
sion of ({4}, {1}) ® {4} gives no new irreducible 
covariants of types ({X 17 X2} ,{n,O}). It may be easily 
verified that this set of covariants is the same as 
the well-known complete irreducible system for 
the binary quartic. So the completeness of this 
set among covariants of type ({Al> A2}, {n, O}) is 
clear. 
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Coming to the covariants of type ({A v A2}' {n, 1}), 
we see that the expansions (2.4) show that the 
following are irreducible covariants. 

(1(/), (\/),(\1), (2:/), (\1)" (\1),(\1), (3:/)', 
(\1),(\1),(\1). (2.5) 

The expansion ({4}, {1}) @ {5}gives no new irreduc­
ible covariants. It can be shown now that if all 
covariants of types ({Xv A2}' {n - 1, 1}) for 
n - 1 ~ 4 are expressible in terms of the covar­
iants (2.5) and 

then all covariants of types ({Xl> X2}, {n, 1}) are 
expressible in terms of the covariants (2.5) and 
(2. 6) with the help of the following theorems. 

The following statements regarding a (p, q) double 
binary form F can be proved8 exactly in the same 
way as the corresponding statements for a single 
binary form. 

(1) If the covariants of degree (m - 1) are all 
expressible as rational integral functions of F, cf>v 
••• , cf>k then every covariant of degree m is a 
linear combination of transvectants of the form 

(Km_l,F)r,s, r = 1, .•. ,p, s = 1, "',q, 

where K m- l is a product of (F)U(cf>l)U1", (cf>k)Uk 
and is of degree (m - 1). 
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(2) If Km-1 = VW, where V and Ware products of 
F, cp 1> ••• , cP k but of smaller degree than Km-1 and 
if the two orders of Ware, respectively, not less 
than r and s, then the transvectant (Km~lI F)r, s may 
be excluded from investigation. 

The following are the semi-invariants correspond­
ing to the covariants (2.5) and (2.6) 

(12) = all' (~O) = 2 [2"alla31 - J'J (a21 )2, 

(28)= (a31 )2 + 2allaS1 - 2a21a41 

(3~) = !3"aUa21a31 - [2"(all )2a41 - a~d n. 

(38) = 2J1)alla31aS1 - 3alla~1 - 3a~1aS1 
+ !6a21a31a41 - [2"/ J'Ja~1> 

+ 3J3""aga~1 - J:fana~1a51 
+ 7 J2'"aUa 21 a31 a41 

- 3J2ana~1- 3J3""aga31a~1 
+ 4J3""aUalla41aS1 

- 4J2agalla~1 + 4J3""aga21a~1 
+ 2J2aga21a41aS1 + 3J3""a~~a~1a~ 
-2J3""a~~a~1a41 + J2'"a~~a21a~1 
- 3J3""a~~a21a31aS1 + 2J2'"aga21a:1 

rrr 12 
- ".:;a24a21a31a41' 

where a!: = (a .. 1a s2 - a,.2as1)' The above semi­
invariants may be obtained by the method describ­
ed in Ref. 2. They may also be obtained by writing 
down the Weyl basis vectors of the IR(n, 1) of U(5) 
and taking linear combinations of them so as to 
satisfy the equations L 1 P = 0 and L oF = 
~(X1 - A2)' The polynomial corresponding to the 
Weyl table i j k··· is at;aj1au .••. 

P 
3. HWP IN THE CHAIN U(5) ::> R(3) FROM THE 

BINARY-5-ARY (4, 1) FORM 

To find the hwp in the chain U(5)::> R(3) for IR's of 
U(5) corresponding to any partition (hv ••• , hs), 
one has to solve the differential equations 

CiiP = hI', C;jP = 0, 

i<j, i,j=1, ... ,5, (3.1) 

LP =CtP (3.2) 

for polynomial solutions. For, it has been shown9 

that the polynomial solutions of (3.1) span a linear 
space W which is irreducibly invariant under the 
algebra ~ and a solution of (3.1) is the hwp with 
weight Ct, of a subspace W which is irreducibly 
invariant under)B if and only if it satisfies (3.2) 
also. The required hwp are the invariants of the 
ground form 
S 

~ x!(ftalixt + 4a2i x~x2 + 4 J3""a3ix~x~ 
.~1 3 4 

+ 8a4ix1x2 + 4J2aSix 2), (3.3) 

where the dashed and undashed variables are sub­
jected to linear transformations separately and 
where both the dashed and undashed variables are 
subjected to transformations which are represent­
ed by upper triangular matrices and called step 
transformations by Wey1.10 

The complete irreducible system of invariants 
under the group of step transformations for a 
finite number of linear forms in n variables 
n 

r; aijx j , i = 1,2, •. , was shown to be all' aU, 
JAt,;3, ... at,·~::·: by Weitzenb1:lckll who called 
th ... t 12 .. · r d t I I em Seml-lnVarlan s; I:!.ij ... k = e ailaj2'" akT • 

We will now proceed to develop some symbolic 
notation, making use of the already developed 
notation in invariant theory. 

We state the following theorem whose proof is 
easy. Consider the binary n-ary form written 
symbolically as 
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f = (ax)r(Ax'), 

which is therefore of order y in the pair of vari­
ables x = (x 1> X ) and linear in the variables 
x' = (xl"" ,xJ The invariants of this form 
under independent step transformations represent­
ed by upper triangular matrices, of the two sets of 
variables (x) and (x') separately, are all express­
ible as polynomials in the symbolic factors 

a, [ab], A, [AB], [ABC], ... [AB '" K], 
n symbols 

where (ax) and (Ax') are symbolic factors of the 
first kind and [ab], [AB •.. ] are symbolic factors 
of the second kind and aA, bB, •.• are pairs of 
equivalent symbols. 

We also state that such an invariant of degree m 
in the coefficients contains m equivalent pairs of 
symbols aA, bB, ••• , kK and the symbolic expres­
sion of the invariant is homogeneous of degree 
y in each of the small letters and homogeneous 
and linear in each of the capital letters. 

We will refer to the above invariants as semi­
invariants off. 

We define the width of a bracket factor [AB ••• ] 
as the number of symbols it contains. A bracket 
of width zero is the number 1 and a bracket of 
width unity is a free symbol. Without loss of gen­
erality an invariant of the above form under the 
transformations mentioned, may be supposed to be 
homogeneous in each set of the coefficients a i 1> 

a i2 , • ", ain and hence each term of the invariant, 
when expressed symbolically, consists of the same 
number of bracket factors of each width. 

Since the semi-invariants are polynomials in the 
coefficients off and hence are polynomials in the 
symbols, we will define transvectants of symbolic 
factors as follows. The transvectant of index h, 
o ~ h ~ Y, is 

(a r, br')h = [ab]har-hb r - h• 

The following transvectant of index 1, in capital 
letters, is defined as (P[A'B""] [A"B""']'" ,A)l 
= P[A'B' '" A](A"B" ... ] ... + P[A'B' ... j 
[A"B" ... Aj'" + P[A'B' .•• ][A"B" ... j .. . 
[ ••• Al, where the factors (A'B' ., 'J, (A"B" •.• J 
all have the same width w,and P is a product of 
factors each of which has width> w. We define 
(P, A)O = PA and (P + Q, A)l = (P, A)l + (Q, A)l, 
where P and Q are symbolic products in capital 
letters. We also define ([A'B' '" j, A)l = 0 when 
the left-hand side bracket has width equal to n. 
The transvectant of index (h, H) of a semi-invari­
ant P(a', b' •.• )Q(A', B' .•. ) with arA, is defined as 
(P(a', b' .•• )Q(A', B' ••• ), arA)h.H = (P(a', b' ••• ), 
aT)h(Q(A', B' •.• ), A)H, where 0 ~ h ~ y and 
O~H~1. 

Let Cm be a semi- invariant of degree m and be a 
product of symbolic factors. Then the product con­
tains m small letters al' • ", a m-1> a and m capital 
letters A l , ••. , Am-I' A and may be written as 

Cm = P[al a]Cll[a2a]Cl2 ••• 

[am_la]Clm-lall[AiAj ••• AkA 1, 
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where III + ... Ilm - l + /I = rand P does not con­
tain the symbols a, A and all bracket factors in the 
capital letters contained in P have width not less 
than the width of (Ai'" AkA] (which may be of 
width 1 also). Then Cm is a term in the transvec­
tant (Cm-1> arA)h,~ where h = r - /I and H = 0 or 1 
and Cm - l =Pai1 ... a:!;'i1 [Ai' •• A k]. Now 

where dm- l is a product of symbols of small 
letters and Dm- l is a product of symbols of capital 
letters. Let Cm = tT, t and T being, respectively, 
symbolic products of small and capital letters. 
Then (Dm-1> A)H = T and 

(Cm-I> arA)h.H - Cm 

= [(dm-l' ar')h- t]T = ~(am-1> ar)h'T, 

where h' < h and where each dm-l is obtained from 
dm- l by convolution, i.e., by replacing pairs of free 
symbols by bracket factors. Therefore, 

where em-l is obtained from Cm- l by convolution 
with respect to the small letters and h' < h. 

Now to find semi-invariants off of degree q we 
must take in (2.3) A as a 2 x 2 upper triangular 
matrix and B as an n x n upper triangular matrix. 
On account of the one to one correspondence of the 
semi-invariants and covariants of a binary form, 
the decomposition of (A{rl)M and hence the calcu­
lation of {r} x {/l} where (/l) is a partition of q, may 
be done as usual. Coming to the part B{IJ}, we know 
all the semi- invariants of type (/l) = (/l1> ••• , Jl,.) 
of n linear ground forms. 

As an example, we will find a complete system for 
the semi-invariants of type (n, 1, 1) = (/l) in the 
previous paragraph, for the ground form (3.3), n 
being a positive integer. In their symbolic expres­
Sion, these have in the capital letter part only one 
bracket factor of width 3;in other words,their capi­
tal letter part would be like [ABC] DE .•• where 
the symbols E, E , . .• are (n - I) in number. We wi! 
denote such a semi-invariant by (~·:·t) where Al - ~ 

1 2 
= 4d - 2p, P being its weight with respect to the 
binary variables (definition of weight is given on 
p. 2) and d = n + 2 and {Al,A2} is an S function 
occurring in the expansion of {4} @ {n, 1, I}. 

We have the following expansions: 

{4} @ {2, 1; I} = {13, 3} + {12, 4} + 2{1l, 5} + {10, 6} 
+ 2{9, 7}, 

{4}@ {3, 1, I} = {17, 3} + {16, 4} + 3{15, 5} + 2{14, 6} 

+ 4 {13, 7} + 2{12, 8} + 3{1l, 9}, 

{4}@ {4, 1, 1] = {21, 3} + {20, 4} + 3{19, 5} + 3{18, 6} 

+ 5{17, 7} + 4{16, 8} + 6{15, 9} 

+ 3{14, 10} + 4{13, ll}, 

{4} @ {5, 1, I} = {25, 3} + {24, 4} + 3{23, 5} + 3{22, 6} 

+ 6{21. 7} + 5{20, 8} + 8{19, 9} 
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+ 6{18, 10} + 8{17, Il} + 4{16, 12} 

+ 5{15, 13}, 

{4} ® {6, 1, I} = {29, 3} + {28, 4} + 3{27, 5} + 3{26, 6} 

+ 6{25, 7} + 6{24, 8} + 9{23, 9} 

+ {22, 10} + 1l{21, Il} + 8{20, 12} 

+ 10{19, 13} + 5{18, 14} + 6{17, 15}. 

These suggest the semi-invariants of the follow­
ing types to be irreducible and complete together 
with the semi-invariants (2.6): 

(1, A' 1), (1,~, 1), (2, A' 1), (2, ~, 1), ~,!, 1), 

(2, ~, ~, (2,~, 1) I,~, §' 1), ~'1' 1), (3,!, 1)', 

~, ~, 1), ~,~, I}', (4, 1,1), (4, 1,1)" (4,~, 1)~and 

(5, !, 1) . (3.4) 

We will show that if all semi-invariants of the 
type (m:!;1) where m ~ 6 can be expressed as 
polynomials in the semi-invariants (3.4) and (2.6) 
then all semi-invariants of the type (m+~;;,1) can 
be done so. 

1 J. A. Todd, Proc. Cambridge Phil. Soc. 42, 206 (1946). 
2 D. E. Littlewood, Phil. Trans. Roy. Soc. (London) A239, 305 

(1944). 
3 H. W. Turnbull, The Theory oj Determinants Matrices and 

Invariants (Dover, New York, 1960),p. 227. 
4 M. Moshinsky and V. Syamala Devi, J. Math. Phys.10,455 

(1969). 
5 Reference 4, p. 261. 

Now any semi- invariant of degree (m + 3) is a 
linear combination of transvectants (Cm+2, a4A)h,H 
where Cm+2 is a semi-invariant of degree (m + 2). 
When H = 1 in the above transvectant, we need to 
consider Cm+2 which have just one bracket factor 
[A'B'] in which case the transvectant is of degree 
3 only. Hence we have to consider transvectants 
(Cm+2, a4A)h.O, where Cm+2 has one and only one of 
the semi-invariants (3.4) as a factor. In C''''+2 we 
need take only (1.~.1), (2.~.1), e·~·1)', e·~·l), 

e·~·l)', (4.~.1), (20°) and eoo) as factors because 
all others have their 2a ~ 4. (Refer to statement 
2 on p. 8). But eoo) and (30°) come out as factors 
from these transvectants and the transvectants 
(F, a4A)h .0, where F is anyone of the above semi­
invariants except the last two, are all of the 
type (mz"d.L) where m ~ 5. Hence they are express­
ible in terms of (3.4) and (2.5). Therefore all the 
semi-invariants of type (m2~·1) are expressible as 
polynomials in the semi-invariants (3.4) and (2.5), 
which are irreducible. 
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The hydrogen atom is factorized according to the scheme 0(4,2) ::J 0(2,1) x 0(3) and the radial group 
0(2,1) studied. It is shown that rk Dn/(n. Q)' where Dais a dilatation operator, is proportional to a tensor 
operator in this scheme, allowing a group theoretical study of the radial matrix elements of r k, includ­
ing an explanation of the Pasternack and sternheim er selection rule. 

1. INTRODUCTION 

The selection rule, on hydrogenic radial integral 
discovered by Pasternack and Sternheimer, 1 

namely 

f oo Rnl Rnl ' 2 
--=--~ r dr = 0, 

° r S 
s = 2,3, ... ,11-l' I + 1 

has stimulated recently at least two attempts to 
explain it group theoretically. That of Swamy, Kul­
karni and Biedenharn2 is based on the 0(4) sym­
metry of the hydrogen atom and uses a complex 
recursive technique. Arm strong 3 approaches the 
problem more directly by showing that radiallike 
functions of two variables rand T transform accord-

ing to representations of the noncompact group 
0(2, 1),and, in this scheme,he shows that positive 
and negative powers of r have tensorial transfor­
mation properties. Armstrong's scheme however 
is unsatisfactory for two important reasons. First, 
his two variable functions of rand T never com­
pletely COincide with true one variable radial func­
tions of r In , where n is the principal quantum num­
ber. As one consequence of this, no treatment of 
off-diagonal matrix elements can be given. Second­
ly, Armstrong radiallike functions and their associ­
ated 0(2,1) group stand isolated from any encom­
passing group scheme such as the 0(4,2) model of 
Barut and Kleinert.4 Kleinert5 has written a paper 
containing an excellent review of this model. 
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all others have their 2a ~ 4. (Refer to statement 
2 on p. 8). But eoo) and (30°) come out as factors 
from these transvectants and the transvectants 
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The hydrogen atom is factorized according to the scheme 0(4,2) ::J 0(2,1) x 0(3) and the radial group 
0(2,1) studied. It is shown that rk Dn/(n. Q)' where Dais a dilatation operator, is proportional to a tensor 
operator in this scheme, allowing a group theoretical study of the radial matrix elements of r k, includ­
ing an explanation of the Pasternack and sternheim er selection rule. 

1. INTRODUCTION 

The selection rule, on hydrogenic radial integral 
discovered by Pasternack and Sternheimer, 1 

namely 

f oo Rnl Rnl ' 2 
--=--~ r dr = 0, 

° r S 
s = 2,3, ... ,11-l' I + 1 

has stimulated recently at least two attempts to 
explain it group theoretically. That of Swamy, Kul­
karni and Biedenharn2 is based on the 0(4) sym­
metry of the hydrogen atom and uses a complex 
recursive technique. Arm strong 3 approaches the 
problem more directly by showing that radiallike 
functions of two variables rand T transform accord-

ing to representations of the noncompact group 
0(2, 1),and, in this scheme,he shows that positive 
and negative powers of r have tensorial transfor­
mation properties. Armstrong's scheme however 
is unsatisfactory for two important reasons. First, 
his two variable functions of rand T never com­
pletely COincide with true one variable radial func­
tions of r In , where n is the principal quantum num­
ber. As one consequence of this, no treatment of 
off-diagonal matrix elements can be given. Second­
ly, Armstrong radiallike functions and their associ­
ated 0(2,1) group stand isolated from any encom­
passing group scheme such as the 0(4,2) model of 
Barut and Kleinert.4 Kleinert5 has written a paper 
containing an excellent review of this model. 
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These difficulties are met in this paper by consi­
dering the hydrogen atom factorized into its radial 
[0{2, l)J and angular [0(3)J parts,according to th.e 
scheme 0{4, 2) ~ 0(3) x 0(2,1) of Barut and Klem­
ert. 4,5 Here the true radial wavefunctions of the 
variable r/n transform according to a representa­
tion of the 0(2, 1) group (Sec. II) and it is shown 
that the quantity rkDnln+ q for all positive and nega­
tive integer k, where Da IS a dilatation operator 
defined by D a f(x) = f(ax) , is proportional to the qth 
component of a tensor (Sec. III). The Pasternack and 
Sternheimer selection rule follows naturally and, 
since the Wigner-Eckart theorem is shown to hold 
(Sec. IV), calculation of the appropriate Clebsch­
Gordan coefficients (Sec. V) allows matrix elements 
to be calculated. Some progress is made on the 
difficult problem of off-diagonal elements of r k (Sec. 
V). 

In the 0{4. 2) ~ 0{2, 1) x 0(3) scheme of Barut and 
Kleinert,4 these wavefunctions for fixed m form a 
basis of representation of 0(2,1) since 

K± 1 nlm> = [en 'F l)(n± I ± 1»)1/21 n ± Um>, 

Ko 1 nlm> = n I nlm>. (3) 

The representation has only a lower bound on the 
0(2) quantum number (equal to I + 1) and is shown 
below to be unitary and irreducible. Equation (3) 
implies that the realization in this Hilbert space 
of the generators of 0(2,1) is 

K = 'F (n : l)Dn/(n ± o(Xn a: .. 'F xn ± n + 1) (4) 

and Ko = n, where D is a dilatation operator de­
fined such that Daf{r) = f{ar) , which implies that 

Dnln,f(xn ) =f(xn,)· 

n. THE GROUP SCHEME If we form the Casimir invariant 
The 15 generators LvI s fJ. < v s 6,of 0(4,2) are 
defined in terms of the'ir action on the hydrogen G = KB - ! (K.. K + K K+), 
atom wavefunction written in parabolic coordi-
nates.4,5 Their commutation relations are given by we find that 

/J. ={1, 
cxcx -1 , 

1 s as 4, 

5sas6. 

A subgroup 0(3) x 0(2,1) can be formed with the 
0(3) generators given by L 12 , L 23 , and L 13 and 
the 0(2,1) generators given by L 45 , L 46 , and L 56• 
These last generators are formed into the linear 
combinations K = L45 'F iL46 and Ko = L56 to 
give the standa;d 0(2,1) commutation relations 6- 8 

of 

[KoKJ = ± K,. and [K.. K J = -2Ko' 

Consider now the entire hydrogen atom wavefunc­
tion 

Inlm> = Rnl(xn) Ylm(lJcp) , 
where 

Rnl (Xn ) = Nnle-%n{2:xnlIL~!;}1(2:xn), 

N = _ {_ 1)n+1 2Z3/2 [en -1- 1)'J
1/2

, (1) 
nZ n2 (n + I)! 

Zr 
Xn = n' 

and Y 1 (lJcp) are the usual spherical harmonics. A 
Hilbert space is defined by the inner product 

n '2 n 
fT7 fo Rn'z,(Xn')YI'mx;,Rnz(xn)Ylm p dxndn 

= o(nn')o(ll'), (2) 

where dn = sinededcp. 

rk 
<n + q± llml [K±, )k-l Dnl(n+q)ArJlnZ'm> 

(n + q 

fOO f RnzYzmx;GRn zYzm n 3/Z 3 dXn o 0 

= < nlmlG I nlm> = Z(l + 1). (5) 

However, Barut and FronsdaF show that the eigen­
values of G are of the form <I>(<I> + 1). If a repre­
sentation is bounded below, its lower bound is -<I>. 
If <I> is negative, the representation is unitary and 
labeled D~<p. All this implies that the wavefunc­
tions I nlm> for fixed m form a basis for the uni­
tary irreducible representation Di + 1 . 

m. THE TENSORIAL PROPERTIES OF rk 

In this section, it is shown that the quantity :k/[(n 
+ q) k-lJDn~ n+qJAf, (Ocp), where q and k are mte­
gers, transforms as the qth component of a~ 0(2,1) 
tensor operator, the associated representation de­
pending upon the size of k relative to -2. Here 
AI, is an operator defined such that 

(6) 

To be specific, we can build Al' up as a power of 
products Af+l or Af_1,where 

( 
21 + 3 f2 

Af+l = (Z + 1 - m)(l + 1 + m)(2Z + I)} 

x (Z + !) cosO + sinO d~ ) 
(see, for instance, Infeld and Hull). 8 

Consider 

= 'f fo"" fo R n+q±11 Y 1m X;+q±1 [( n :;. ±/ )DII+ql(n+q±l) (Xn+q ax~+ q 'F xn+ q ± n ± q + ~(n + q)x :!~Dnlwq) 
fn±1) (0 \lAZ' (n+q±1)2ndxdn 

-(n+q±l)x:~~±1Dn*l/(n+q±1)X\-n-Dnl(n±t) xnaxn 'FXn±n+l)J zRnl'YI'm Z3+k II 
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We see then that if k + 2 .,;; 0, 

[ K±, (n 'F ;: 2)k-l Dn1f/lTh2)Ar] = 0, 

i.e., k + 2 .,;; q .,;; - k - 2, while if k + 2 > 0, 

[ K'F' (n ±;: 2)k-l Dnl(n±k±2)AV] = O. 

Hence, if k .,;; - 2, we have a representation of finite 
dimension equal to - 2k - 3 labeled D-k- 2 , while 
if k > - 2, the representation is infinite dimen­
sional and reducible, but not fully reducible;for 
while the spaces q ~ k + 2 and q .,;; - k - 2 are 
invariant under the group operations, the space 
- k - 1 "" q "" k + 1 is not. This representation will 
be labeled as D'Jl+I' Both of these representations 
are nonunitary since the eigenvalues of K±K± are 
not positive definite. 7 This means we are free to 
normalize our tensor operators in an arbitrary 
m~er , and a particular choice is made in Sec. V. 

IV. THE WIGNER-ECKART THEOREM 

A well-known method for proving the Wigner­
Eckart theorem for 0(3) (see, for instance, Mes­
siah9 ) sets up recursion relations between dif­
ferent matrix elements of the qth and (q ± 1)th 
components of an 0(3) tensor operator and shows 
that these are identical to the recursion relations 
for the corresponding 0(3) Clebsch-Gordan co­
efficients. This implies that Clebsch-Gordan co­
efficient and matrix element are proportional, the 
proportionality constant being the reduced matrix 
element. This proof in fact requires only that if 
cl; 11m) = ajllm j), then [JiT!"J = a(T!" ,where J i is 
an 0(3) generator and T;, an 0(3} tehsor operator, 
and that the states being coupled up be orthonor­
mal. 

In the 0(2,1) case, we first write the states cor­
responding to the representations D -k-2 and 
D~I as Ikq), where the use of k and q distinguishes 
them from the states I nl) of Dt+l' and the corre­
sponding tensor operator as Nkqrrk/(n + q)k-1J 
Dn/~+q)AI', where Nkq is some arbitrary normali­
zatlOn. We have then that 

K Ikq) = ±(k + 2 ± q)(Nkq /Nkq±l) Ikq ± 1) 
and ± 

fK±, T:J = ±(k + 2 ± q)(Nk/Nkq±l)T;±l' 

Ko in both cases gives an eigenvalue of q. 

It therefore follows that since the states I nl) are 
orthonormal, the Wigner-Eckart theorem holds, 

and we can write 

(lnm I T;ll'n'm) = (zll Tklll')c~;~~, (8) 

l'kl 
where Cn1qn is an 0(2,1) Clebsch-Gordan coef-
ficient coupling the states of Dhl with the states 
of either D -k-2 or D~+~, normalized as above, to the 
states of Dt+I' while (lITkll') is the reduced matrix 
element and is independent of n,n',and q. 

v. THE RACAH ALGEBRA 

In this section, the Clebsch-Gordan coefficients 
appropriate to the representations we are consider­
ing are derived. The Pasternack and Sternheimer 
selection rule drops out naturally during the analy­
sis. The reduced matrix elements of Tk are de­
rived, allowing the diagonal matrix elements of 
rk to be calculated. A brief discussion of the off­
diagonal elements of rk concludes the paper. 

The most direct means of deriving the Clebsch­
Gordan coeffiCients, namely that of coupling two 
representations and the contragradient of a third 
to an invariant is perhaps most well known in 
Bargmann's work,lo but is due to van der Waer­
den. II Barut and Fronsdal7 have used this tech­
nique to derive some 0(2,1) Clebsch-Gordan co­
efficients for unitary representations. This method 
has the advantage of not requiring an explicit 
form for the arbitrary normalization of the states 
of nonunitary representations. 

To apply this technique, we must first realize the 
representations in terms of multispinors 
Nab ~a."b, where Na b is a normalization constant and 
the quantity (~, .,,), called a spinor, forms a basis 
for the fundamental irreducible representation of 
0(2,1). In this realization 

Ko = t(~ aa~ -." a~)' K+ = ~ a~' 
(9) 

So KoNab~a."b = tea - bW ~a."b and GNab~a."b = 
~(a - b)(a - b + 2)Nab /;lT,'f. 

Hence, if the eigenvalues of G and Ko are, re­
spectively, cI(<1> + 1) and m, then the states are 
represented by Nab~·+mrJ·- m, where Nap is shown 
by Barut and Fronsdal to be equal to t(m- 1 -
<1» !/(m + <1»! J1/2 for the unitary representation 
D: . As remarked above, Nab is arbitrary for non­
unitary representations. 

We now form an invariant coupling of two repre­
sentations and a contragradient representation 
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defined as 

(II>m l = N~l~~-m'r/~+m 

giving 

(10) 

I - ~ e4>1~24>3 N ~4>tm1 4>1-m1N ~4>2+m2 "'2- m2 
- m1m2m3 1 1 TJ1 2 2 TJ2 

m1m2 m3 

X N3-1~;3-m3TJ;3+m3, (11) 

where I is an invariant in the space of the poly­
nomials of ni~1i'r/~i. However, since the represen­
tation matrices are unimodular, the only invari­
ants in this space are the three determinants 

01 = ~2TJ3 - ~3TJ2' 02 = bTJ1 - b'r/3' 

03 = ~1'r/2 - ~2'r/1 

and every monomial in these; see Bargmann.1 o 
Hence 

(12) 

This implies 

k2+k3=211>1> k3+ k 1=211>2' (13) 

k2 + k1 = 211>3 

or equivalently 

k1 = 11>2 + 11>3 - 11>1> k2 = 11>3 + 11>1 - 11>2' (14) 

k3 = 11>1 + rI>:! - 11>3' 

We nOw note that 

for all positive and negative integer n, so that by 
comparing coefficients, we have 

(15) 

Consider first k ~ - 2. In this case the represen­
tation D~ is finite dimensional, while D; and D; 

2 "'1 '*'3 
are infinite dimensional. Inspection of (12) shows 
that this requires k1 and k3 to be positive and k2 
negative. Taking these constraints and substituting 

11>1 = - 1 - 1, 11>3 = - i' - 1, 

1I>2=-k-2=s-2 

into (14) gives the Pasternack and Sternheimer 
selection rule, namely 

2 ~ s ~ Ii - l' I + 1 

gives a vanishing matrix element. 

(16) 

To cast (15) into a useful form, we put p = z. From 
(12), we see thatp + q = 11>3 - m3 andP + r = 
11>2 + m 2 so that (15) becomes 

-11k l' 
N1N2N 3 en n'-n n' 

"" "'1'+1 +n+ z (1 - l' - k - 2) = LJ(-) 
z Z 

(
k -l-l' ) 

x 1 _ 1 - k + n' + z 

(
i' -1- k - 2 ) 

x i' -1- n' + n + z ' 

k ~ - 2. (17) 

This formula is quite adequate as it stands (after 
substituting for N), but it is of interest to note, 
with Armstrong, that it can be cast into a form that 
shows that this 0(2, 1) Clebsch-Gordan coefficient 
is in fact equal, within a phase, to the 0(3) Clebsch­
Gordan coefficients. 

To do this, Eq. (17) is expanded in factorial nota­
tion (remembering that k - 1 - i' is negative) 
and identities I and II derived in the Appendix are 
applied giving 

A( (l+n)!(l'+n')! )1/2~(_I)t (k+n-l'-l-t)!(k+n'+l-t)! , 

(k - q) ! (k + q)! (n - l- I)! (n' - I' - 1) ! t t! (k - l' + 1- t)! (n + 1- t)! (n' - i' - 1 - t)! 

where A contains unimportant constant terms. N2 has been chosen as [(- k - 2 - q)! (- k - 2 + q) !]-1/2 
which implies that K Ikq) = ~ [(k ~ q)(k ± q ± 1)]1/2Ikq ± 1). If the Clebsch-Gordan coefficients are now 
renormalized to sati~fy the orthonormaUty condition 

""e l k l' elk 1 "(_ 1)1+1'+q = ° (l'l")o(n'n") (18) 
L.J nq,,' " qll " , 
qn 

derived by Armstrong, we finish with 

I k I' "'q ([' - I - k - 2) ! (I + I' + k + 2)! (l - l' - k - 2)!) 1/2 e - (-1) 
nqn'- (l+l'-k-l)! 

x (n
l 

- i' - I)! (i' + n')! (- k - 2 - q) !(21' + 1»)1/2~(_ 1)'+"'11(['- n' + t )(k+ n'+ l- t)fl + n) 
(-k-2+q)!(1+n)!(n-l-l)! t -k-2-q. l'+n' \t 

= a(kq, in il'n'), (19) 

where a :: 1 if 1 - i' is even and - i if i - l' is odd. 
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We consider now the case of k > - 2. In this case, 
it is convenient to put r = z, giving 

( 
l-l'+k+l ) = ~(_ 1)1'+1+n'+2 

I - l' - n' + n + z z 

( 
- 2 - I - l' - k - 1 ) 

x_I - l' - k - 1 + n + z 

x (1' - I : k + 1) . (20) 

The power of this technique is illustrated here, for 
Armstrong, using the recursive technique of 
Racah,12 derives these particular Clebsch-Gordan 
coefficients for q = n' - n equal to zero only. 

Since in this case <1>2 is positive, we cannot have 
both kl and k3 negative, Thus, if we assume 
I ~ I', we have two possibilities, namely both 
I - I' + k + 1 and I' - 1 + k + 1 positive or 
1 - l' + k + 1 positive and I' - 1 + k + 1 negative. 
Since q = 0 is the case of most interest, we will 
consider the case of k + q positive; thus the first 
possibility allows Eq. (19) to be transformed 
exactly as was Eq. (16) to give 

(1-1' +k +2)!(1' +n')! ~ (k +n'-I-l)! 

(k +1 +q)! t (k +2 +l-n' +l)!(n' +l'-I)!(n'-l'-I-t)!(n-I-l-t)!I!' (21) 

where each Ni has been put equal to 1. The second 
case transforms via identity ITI to the same ex­
pression. 

Equation (20) is also proportional to the corre­
sponding 0 (3) Clebsch-Gordan coefficient since it 
is of the same form as that taken by Eq. (5) after 
the application of identity I. 

The reduced matrix elements can be derived from 
first principles by considering the matrix element 

r~r ~ I , = Jo JgRI+11'YI'm ( )k_1AI,RI+1IYI"tlrdn, I ~ I. 
I + 1 (22) 

The integral through n is one, and, since La l +1 is a 
constant, Eq. (22) becomes a sum of integrals of 
the form 

00 b! f e-ax ~dx =-o ab+1 

provided that b > - 1, i.e., provided that I + I' + 
k + 2 ~ O. 

The integral evaluates to 

.1_1_( 1 )1/2 (l+['+k+2)!(l-I'+,'l+I)! k>-2, 
z (2Z)k (21 + 1)!(1 + I' + 1)!([ -[')! (k + I)! ' 

or .! _1_ ( 1 ) 1/2 (- k - 2) ! (l + I' + k + 2) ! z , k:;;; - 2. 
(2Z)k (21 + I)! (I + [' + 1) ! (l - [') ! ([' - [ - k - 2) ! 

However, since 

I kl' k+ (21' + 1»)1/2 I' k I _ (l + I' + 1) ([ + l' + I)! )1/2 
CI +1 0 1+1 = (- 1) q 21 + 1 C 1+1 0/+1 - (l- 1')! (k + I)! (I - [') ! (21 + 1) ! ' k > - 2, 

(
21' + 1)(Z - I' - k - 2)! (l + I' + k + 2)! ([ + I' - k - 1) !) 1/2 k :;;; _ 2, 

or (21 + 1) ! (Z' - 1) ! (I' - [ - k - 2) ! (Z + [' + I)! ' 

we have 

(1' II Tk Ill) - .1 _1_ (l + I' + k + 2)! (I - I') ! k > - 2, 
- 2 {2Z)k (I + I' + I)! ' 

or 
1 1 ( (I + I' + k + 2) ! ) 1/2 
"2 (2Z)k (I' - [ - k - 2)! (1- I' - k - 2)! (I + I' - k - I)! (21' + 1) . 

Since Dn In = 1 and the integral through n is 1, T k 

is proportional to a matrix element of rll, diagonal 
in n,namely 

Off-diagonal elements of rk, however, are much 
harder to deal with. Placing a complete set of 
states in the expression 

fooo R"rkRIIl ,r
2dr = (nlm Irklnl'm> 

=nk-l<nlml~klnl'm), k >- 2, 

=nk-l(-k-2)! (nlm/Tk/nl'm), 

k:;;; - 2. (23) 

(nplpm /~ " rk D" In eD" In A!q /niqm> 
PllP q P P q P 

(where Nn n is the normalization required to 
II P q 1 

make r Dn In A lq into a tensor operator) will not 
q p P 
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do because r kDn In A:q is a tensor operator be-
q p p 

tween the states Inplpm) and Inqlqm) only. A for­
mal solution to this problem can be given by in­
verting the infinite matrix formed by putting a 
comple!;,. set of states in the expression 
(nplpm 11~p-'7I.y Inrlrm). Thus 

(nipm Ir.:p- nr Inrlrm) 

== (nplpm l~pnrrkDnrlnpA~; Inrlrm) 

= E(nplpm IrkA!r Inirm) 
nq p 

x <nqlrm IN: n Dn In In,.l,.m), p,. ,. p 

since Dn,.lnp is diagonal in I and m. 4 ,5 So 

(nplpm I T~_n,. Inrlrm) 

= EAqrfoOO Rn I rkRn I r 2dr, 
nq P'P q r 

where A is the infinite matrix whose elements are 

Aqr = (nqlrm INnk n Dn In Inrlrm). P r ,. P 

This in principle is invertible to give 

foooRnplprkRn I r 2dr = EA;,.l(nplpm ITnk -n In lrm ). 
q q nq p q q 

VI. CONCLUSIONS 

In this paper, we have shown how to circumvent 
some of the difficulties encountered when one 
uses the 8natural" group scheme for the hydrogen 
atom, namely 0(4,2) ::J 0(3) x 0(2,1), to explain 
the selection rule of Pasternack and Sternheimer 
and to derive corresponding matrix elements. A 
complete treatment of off-diagonal matrix ele­
ments is not yet available, since in this group 
scheme it is r kDnln' and not r k, as might be hoped, 
that is proportional to a tensor operator. 

To apply these methods to more complicated atoms 
requires at least an approximate dynamical group 
that can be factorized into angular and radial parts. 
This would seem to be one of the directions in 
which group theoretical atomic spectroscopy could 
be heading. 
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APPENDIX: SOME COMBINATORIAL IDENTITIES 

The addition theorem for binomial coefficients, 
namely 

gives 

a! 
(a) b !e! 

=~ (a-b)!(a-c)! 

s (a - b - s)! (a - e - s)! (b + e - a + s)! s! 

if x and y are positive, 

(b) E (- 1) s (a - s) ! 
s s!(b-s)!(e-s)! 

(a - e)! (b + e - a - 1)! 
= (-1)c---------------­

b! e! (b - a - 1) ! 

if y is negative and b > a ~ e ~ 0, 

or 
(a-b)!(a-e)! 

b!e!(a-b -e)! 

ify is negative and a ~ b ~ O,a ~ e ~ 0, 

a! 
(c) b!e! 

=E (-1)s(a-e)!(s-a+b-1)! 

s (b - a - 1) ! s! (a - e - s) ! (b - a + e + s) ! 

if x is negative. 

The following are the identities mentioned in this 
paper. 

(a - t) ! (a - b) ! (a - e) ! 
I.E ) =6 , 

t (b - t)! (e - t) ! (d - t)! (e + t ! t! t. s (a - b - s) ! (a - e - s) ! (b + e - a + s - t) ! s! (d - t) ! (e + t) ! t! 

by (a), 

= (a - b)! (a - e)! ~ (b + c + d + e - a + s)! 

d! (d + e)! s (b + e + e - a + s)! (b + e - a + s)! (a - b - s)! (a - e - s)! s! 

also by (a). 

Equivalently 
~ (a + s)! = (a - b)! (a - e)! ~ (d + e + e - t)! 

s (b + s)! (e + s)! (d - s)! (e - s)! s! d! e! t (a - b - t)! (e + e - t)! (d + e - t)! (b - e + t)! t! 

(a - s) !(b - s) ! (- 1) s (a - e)! (a - d)! (b - s)! 
II. ~ (- 1) s - - - - = ~ , 

s s! (e - s)! (d - s)! (e - s)! s.t t! (a - e - t)! (a - d - t)! (e + d - a - s + t)! (e - s)! s! 

J. Math. Phys., Vol. 13, No.1, January 1972 



                                                                                                                                    

RADIAL MATRIX ELEMENTS 39 

by (a), 

= :0 (a - c)! (a - d)! (b - e)! (b + a - c - d - t)! 

t e! (a - c - t) ! t! (a - d - t)! (c + d - a + t) ! (b + a - c - d - e - t) ! 

by (b). 

III. I; (a-t)! (a-c)! 

t (b - t) ! (c - t) ! (d - t) ! (e + t)! t! d! (d + e) ! (b - a - 1)! 

(- l)s(b - a + c + d + e + s)! (b - a - 1 + s)! 
X6 , a - b negative, 

s (b - a + c + e + s)! s! (a - c - s)! (b - a + c + s)! 

by (c) and (a). 

Equivalently 

6 (- l)s(a + s)! (b + s)! = (a - c)! (a - d)!b! ~ (e + d - b - 1 - t)! 

s (c + s) ! (d + s)! (e - s)! s! e! t (e + d - t)! (c - d + t)! (d - b - 1 - t)! (a - c - t)! 
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Example Related to the Foundations of Quantum Theory 
E.B.Davies 

51. ,/Olill' s College, O.'ford. Ellglllnd 
(Received 30 October 1970) 

We construct a very simple example of a statistical system which satisfies almost all of the axioms used 
by various authors in the quantum logic approach to the foundations of quantum mechanics. Since the 
example is not quantum mechanical, it is seen that present arguments are a long way from characteris­
ing quantum mechanics in terms of a set of physically meaningful axioms. 

1. INTRODUCTION 

In the last ten years, there have been a large num­
ber of papers attempting to derive the accepted 
structure of quantum mechanics from certain 
axioms involving the existence of a quantum logic, 
a concept which first appeared in a paper by Birk­
hoff and von Neumann.! Typically these works 
start with a general discussion of the statistical 
nature of measurements and obtain axioms which 
are either claimed to be necessary to any physical 
theory of a statistical nature, or, more modestly, to 
be general physically meaningful assumptions 
which seem to be satisfied in quantum theory, but 
each of which could in principle be refuted by ex­
periment. From the axioms, the authors attempt 
either to derive the Hilbert space structure of quan­
tum mechanics, or at least a Jordan algebra whose 
states are the states of the physical system. 

We mention a few papers among the very large 
number in the field. Pool2 discusses a collection 
of axioms which are representative of those 
generally taken in studies of quantum logic. He 

does not claim to characterize quantum mechanics 
and, indeed, pathological systems of this degree of 
generality are known. 3 The papers by Zierler,4 
Piron,5 and Gunson6 have come close to a charac­
terization of the von Neuman model of quan-
tum mechanics in terms of physically plausible 
assumptions. The first two authors base their 
work on detailed assumptions about the partially 
ordered orthocomplemented set, while Gunson uses 
a quite different algebraic approach. 

In this paper, we consider in detail one very simple 
example of a statistical system, whose properties 
indicate that quantum mechanics is only one of a 
large class of statistical theories with very simi­
lar general properties. Our example satisfies all 
the axioms of Pool but cannot be described in 
terms of any Hilbert space or Jordan algebra. 
Moreover, the example satisfies all the axioms of 
Gunson except for one technical condition which 
seems not to have any phYSical interpretation even 
though it is the crucial assumption in Gunson's 
arguments. 
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by various authors in the quantum logic approach to the foundations of quantum mechanics. Since the 
example is not quantum mechanical, it is seen that present arguments are a long way from characteris­
ing quantum mechanics in terms of a set of physically meaningful axioms. 

1. INTRODUCTION 

In the last ten years, there have been a large num­
ber of papers attempting to derive the accepted 
structure of quantum mechanics from certain 
axioms involving the existence of a quantum logic, 
a concept which first appeared in a paper by Birk­
hoff and von Neumann.! Typically these works 
start with a general discussion of the statistical 
nature of measurements and obtain axioms which 
are either claimed to be necessary to any physical 
theory of a statistical nature, or, more modestly, to 
be general physically meaningful assumptions 
which seem to be satisfied in quantum theory, but 
each of which could in principle be refuted by ex­
periment. From the axioms, the authors attempt 
either to derive the Hilbert space structure of quan­
tum mechanics, or at least a Jordan algebra whose 
states are the states of the physical system. 

We mention a few papers among the very large 
number in the field. Pool2 discusses a collection 
of axioms which are representative of those 
generally taken in studies of quantum logic. He 

does not claim to characterize quantum mechanics 
and, indeed, pathological systems of this degree of 
generality are known. 3 The papers by Zierler,4 
Piron,5 and Gunson6 have come close to a charac­
terization of the von Neuman model of quan-
tum mechanics in terms of physically plausible 
assumptions. The first two authors base their 
work on detailed assumptions about the partially 
ordered orthocomplemented set, while Gunson uses 
a quite different algebraic approach. 

In this paper, we consider in detail one very simple 
example of a statistical system, whose properties 
indicate that quantum mechanics is only one of a 
large class of statistical theories with very simi­
lar general properties. Our example satisfies all 
the axioms of Pool but cannot be described in 
terms of any Hilbert space or Jordan algebra. 
Moreover, the example satisfies all the axioms of 
Gunson except for one technical condition which 
seems not to have any phYSical interpretation even 
though it is the crucial assumption in Gunson's 
arguments. 
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We do not suppose the example has any direct 
physical significance, but just use it to prove that 
the structure of quantum mechanics cannot be de­
duced from purely philosophical discussions of its 
statistical nature, and also that present arguments 
are a long way from reducing quantum theory to 
any collection of physically meaningful principles. 

2. THE EXAMPLE 

The particular example is set up to describe the 
internal degrees of freedom of a conceptual ele­
mentary particle, and is finite dimensional. The 
example can be conveniently described within the 
framework of Ref. 7, where the basic notion is the 
set of states. 

We let Y be the real three-dimensional vector 
space of triples (at> a2' a 3), where a i E R for 
i = 1,2,3. Y is given the positive cone 

and the positive linear functional 

The triple (V, V+, T) is called the state space and 
the set 

K={p E Y+: T(P) = 1} 

is called the set of normalized states. K is a com­
pact convex set (a square) and it has four extreme 
points 

a = (1,0, 1), b = (0,1, 1), 

a' = (- 1,0,1), b' = (0,- 1,1), 

which we call pure states. It is convenient to work 
with unnormalized states (elements of Y+). 

An uperation is defined as a positive linear l1lap T: 
Y~ Y such that T[Tp] ",;; T[p] for all p E Y+, and is 
interpreted as a description of a test on an ensem­
ble of copies compriSing a state p E K, where T[Tp], 
which lies between 0 and 1, gives the proportion of 
the ensemble being passed through the test and 
(Tp)!T[Tp] gives the conditional output state pro­
vided that T[T p] ;t! O. The two notions of state and 
operation are all that are really necessary to 
describe a statistical system. However, to relate 
our example to the quantum logic approach, we 
need to discuss the idea of repeatability of 
measurements. 

It was recognised by Birkhoff and von Neumann, 
and most subsequent authors, that the importance 
of projections in quantum mechanics is related to 
the repeatability hypothesis (see also Ref. 7). Now 
while position and spin measurements on single 
particles can be considered as repeatable, the 
great majority of measurements in physics are not 
of this type. For example, measurement of the 
energy of a bound electron in an excited state is 
done by observing photons emitted during transi­
tions, so that this kind of observation is the oppo­
site of repeatable. In second quantized theories 
there seem to be no repeatable observables in 
common use. For example, in quantum optics,s 
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one can find the distribution of the number of 
photons arriving at a counter within a fixed time. 
The expected number of such photons can be calcu­
lated from a self-adjoint operator, but the distribu­
tion is not obtained from the spectral resolution of 
that operator. In high energy physics only the co­
efficients of the S matrix are ever actually mea­
sured, and for these the repeatability hypothesis is 
meaningless. Finally the fact that position obser­
vations for photons cannot be described in terms of 
projection-valued measures 9 seems to be related 
to the fact that observation of a photon involves its 
absorption and annihilation, so that repeatability is 
violated. 

In spite of these doubts about the fundamental 
nature of the repeatability hypothesis, we now 
formulate it mathematically and determine its 
Significance in our example. 

We define a filter as a pair 8 0 ,81 of operations 
satisfying 

(i) T[80p + 81P] = T[P] for all p E V, 

(ii) 8Ap = oij8j P for any i,j, 

(iii) if 7[8 iP] = T[P], then 0i p = p for i = 0 or 1. 

A filter is interpreted as a procedure for dividing 
an ensemble into two subensembles depending on 
the result of some test. The first condition states 
that every member of the ensemble is put into one 
of the two subensembles. The second states that if 
the test is repeated, then the result is still the 
same and the states are not modified at all by the 
second measurement. The third states that if all 
copies of an ensemble give the same result in the 
test, then the state after the test is the same as 
that before. 

There are two Simple filters, which we callN and Y, 
given by 

Nop = p, 

Yop = 0, 

NIP = O} 
YIP = P 

for all p E Y. 

To classify all filters, one has only to observe that, 
given a filter different from the above two, the sets 

So={PEK:0 1P=0}, SI={pEK:0 1P=p} 

are disjoint, nonempty, proper faces of K. More­
over, the linear functional 

satisfies 0 ",;; A(p) ~ 1 for all P E K and 

So = { P E K: A(P) = O}, SI = {p E K: A(P) = 1}. 

Simple case considerations now show that So and 
S 1 must be opposite vertices of K. The most 
general filter can now be written down as follows. 
Choose two opposite vertices of K, say a and a', and 
a linear functional A on V such that 

{al} = {p E K: A(p) = oJ, {a} = {p E K: A(p) = 1}. 

Then define 

0 0 (p) = h[P] - A(p)} a', 0 1 (p) = A(P) = a(p)a. 
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It is seen that the filter is uniquely determined by 
the functional A. However, there exist an infinite 
number of filters for each pair of opposite vertices 
of K. 

We can attempt to make the set of filters into a 
partially ordered orthocomplemented set. The 
complementation should clearly be defined by 

We consider two possible definitions of the im­
plication relation, namely 

(i) 8 -7 1 (f means T[ 81P] '" T[(f1P] for all P E v+ 
(ii) 8 -7 2(f means if P E V+ and T[8 1P] = T[p], 

then T[ff'1P] = T(P]. 
The first of these definitions was used by Piron 5 

and the second by Poo1.2 It may be seen that, in 
this example, there exist two different filters 8, ff' 
such that 8 -7 2 ff' and ff' -7 28, so that -72 doe s not 
define a partial ordering. The first definition is 
statistical rather than logical in nature, and turns 
the set of filters into a partially ordered ortho­
complemented lattice. 

We have shown in Ref. 7 that in quantum mechanic s 
the filters correspond one-to-one tothe projections 
and that in this case the definitions -71 and -72 coin­
cide; indeed, this was remarked by Birkhoff and von 
Neumann. 1 Within this context our system there­
fore has significant differences from quantum 
mechanics. This can be overcome by defining the 
set of questions to correspond to a subset of the 
set of filters in some arbitrary but convenient 
manner. We now discuss one particular choice of 
the set of questions. 

We define V, V+, T, and K as before. We define Q to 
be the following set of functionals on V: 

O(p) = 0, 1(P) = T[p], 

A(a,/3,Y) == ia + h, B(a,/3,y) == i/3 + h, 
A' == 1- A, B' == 1- B. 

For X, Y E Q we define complementation by X' == 
1 - X and implication X -7 Y by X(p) '" Y(p) for all 
p E V+. This turns Q into an orthocomplemented 
lattice. We define P: Q x K -7 [0,1] by 

P(X,p) = X(p). 

G. Birkhoff and J. von Neumann, Ann. Math. 37, 823 (1936). 
J. C. T. Pool, Commun. Math. Phys. 9,118 (1968). 

3 R. J. Greechie, Caribbean J. Science Math. 1, 15. 
4 N. Zierler, Pacific J .Math.H, 1151 (1961). 
5 C. Piron, Helv. Phys. Acta 37,439 (1964). 
6 J. Gunson, Commun. Math. Phys. 6, 262 (1967). 

We define an operation 8x : V -7 V for every X E Q 
as follows: 8 0 {p) = 0 and 8 t (p) == p for all p E V. 
For any other X E Q, let Xx be the unique norma­
lized state such that P(X, xx) == 1 and define 8x by 

It may be easily verified that K, Q, P is an event­
state structure in the sense of Pool2 and that K, Q, 
p,8 is an event-state-operation structure, except 
for a slight technical difference in the definition of 
an operation. 

Our example also satisfies all the axioms of Gun­
son6 except for his Axiom A. 10 which states 
essentially: 

"There exists a one-to-one linear map a: V -7 V' 
which maps the cone V+ onto a dense subset of the 
positive cone of V', taking pure states into atomic 
propOSitions and such that (g, a(j) '" 1 where j,g 
are pure states, equality being attained only for 
/==g." 
However, our example does satisfy this axiom pro­
vided the single word "dense" is deleted. Gunson's 
density assumption seems not to have any physical 
interpretation, but to be a mathematical device 
introduced in order to use the theory of self­
adjoint cones. We remark also that even if there is 
a one-to-one correspondence between pure states 
and atomic propositions, we see no physical reason 
why this should have a one-to-one linear extension 
as Gunson supposes, even though our example does 
have this property. 

Finally we remark that our example is by no 
means exceptional. The set K may be replaced by 
any convex body in any number of dimensions or 
even by any compact convex set in a locally con­
vex topological linear space. By suitable choices 
of K, one may obtain classical probability theory, 
quantum mechanics, or a large variety of other 
statistical theories. We do not, however, maintain 
that any conceivable statistical theory can be 
represented in this manner. 
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Assuming Z (the nuclear charge) is large, it is shown, using a theory of McKelvey, how a uniform asymp­
totic solution of the radial Schrodinger equation for an electron bound in a central field potential and 
for a related problem may be obtained. Requiring the asymptotic solutions to be bounded leads to a 
determination of the energy expansion parameters. 

1. INTRODUCTION 

The radial Schrodinger equation for an electron 
bound in a central field potential has been studied 
by Iafrate and Mendelsohn,I,2 using a method which 
combines a large-Z (the nuclear charge) asympto­
tic expansion theory with the conventional perturba­
tion theory approach. Applying the stretChing and 
matching method (occasionally referred to as the 
method of matched asymptotic expansions) familiar 
in fluid dynamiCS, they match the "outer" large-Z 
asymptotic expansion to the "inner" perturbation 
theory expansion, thereby specifyjng unknown 
terms in both expansions. This method has also 
been applied by Mendelsohn3 to a repulsive central 
field potential problem for a one-electron ion. 

In this note we observe that the relevant Schrodin­
ger equations for the above problems belong to a 
class of equations of the form 

d
2
u _ [Z2</>2(x) + Zx-1l{l(x,Z) + X-2T]U(X) = 0, (1) 

dx2 

for which McKelvey4 obtained uniform asymptotic 
expansions when Z is a large parameter. McKel­
vey's approach is based on the related equation 
technique developed by Langer for turnlng point 
problems and results in an asymptotic expansion of 
u(x) in terms of Whittaker functions and their 
derivatives. On applying McKelvey's method to the 
aforementioned Schrodinger equations, it will be­
come necessary to expand the energy in inverse 
powers of Z in order that the solutions remain 
bounded. The resulting asymptotic expansions are 
uniformly valid in the "inner" region, i.e., near the 
origin, as well as in the "outer" region, and do not 
require any "matching" to be carried out. The ex­
pansions will be compared with those obtained by 
the matched asymptotic expansion and will be seen 
to be closely related because of the special form 
of the problems. We do not examine any particular 
case in detail or obtain explicit uniform asympto­
tic expanSions, but rather rely on the method of 
McKelvey and the general form of his asymptotic 
solution to draw certain conclusions. Detailed re­
sults have been obtained by Iafrate and Mendel­
sohnl - 3 for these problems using their method, 
and they have compared their results to other 
work. 

2. THE UNIFORM ASYMPTOTIC EXPANSION 

The radial Schrodinger equation for an electron 
bound in a generalized central field potential of the 
form 

Z Z 00 
V{r) == --B{~r) == -- z::; B.(~r)j, Bo == 1 (2) 

r r j;O J 

can be written as 
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- .! d2l/i _ !. !!!t _ ~ B(~r)tJ; +!. l(l + 1) tJ; == EtJ;. 
2 dr2 r dr r 2 r 2 (3) 

We also consider the SchrOdinger equation for a 
one-electron ion in a repulsive central field poten­
tial of the type considered by Mendelsohn3 

1 d2l/i 1 d'" Z 
- - - _.:::..L - - tJ; + ArNtJ; == EtJ; 

2 dr2 r dr r ' 
(4) 

where N is a positive integer. To bring (3) and (4) 
into the general form (1), we set 

tJ;(r) == (1/r)v(r) (5) 

to obtain for (3) 

v"{r) + [2E + (2Z/r)B(~r) - l(l + 1)/r2]v{r) = 0, 
(6) 

and for (4) an equation like (4) except that the first 
derivative term is absent. As ~-7 0 in. (4) and (6), 
we expect that the energy E reduces to that for the 
hydrogen atom. That is, E -7 - ~ Z2/n2 as A -7 0 in 
(6), where n is the principal quantum number and 
E -7 - ~Z2 in (4), where only the ground state is 
considered. We assume that E has an expansion of 
the form 

co 
E = - .! E2Z + " E z-m 2 LJ m , (7) 

m;-l 

with E and Em as yet unspeCified. Letting X = Er in 
(6), dividing out E2, and using (7), we have 

co r 2Z (~\ x 6 m--l EmZ-m 
v"(x) - t 2 

- EX B EX} t ~2x 

+ l(l + 1>1 v(x) = O. (8) 
x2 J 

A similar equation with the x-2 term absent re­
sults from the modified form of (4). 

Equation (8) is now in the form (1), and we may 
apply McKelvey's theory to it. We have divided 
out E2 in (8) since </>2(x) is assumed to be norma­
lized so that </>(0) == 1. Further, l{I(x, Z) in (1) has 
the form 

00 tJ;j(x) 
~(x, Z) = Ij;(x) + I; -.-, (9) 

j;O ZJ+l 

where tJ;(x) and tJ;j(x) are nonsingular at the origin 
and analytic, so that l{I(x, Z) corresponds to the 
two middle terms in the bracket in (8), implying 
that B(~r) must be nonsingular and analytic. Also, 
the term T in (1), which is required to be constant, 
corresponds to l(l + 1) in (8). Similar statements 
apply to the modified form of (4) except that T = 0 
in that case. 
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Applying McKelvey's method to (8), where Z (the 
nuclear charge) is assumed to be large, we set 

~(x, Z) = 2Zx (10) 

and obtain as the related equation 

where 
00 Km 

k(Z) = K + L; 
m=O zm+l 

(12) 

with the Km to be specified and 

K = liE. (13) 

For the modified form of (4) we also obtain (11), 
but with the ~-2 term absent. In terms of a suit­
able solution M(;) of (11), a uniform asymptotic 
solution of (8) or the modified form of (4) is ob­
tained from McKelvey's theory in the form 

,_ ( dMW) v(x) =F(x,Z)MW + 2 lG(x,Z)\~ ---ar ' (14) 

where F and G are expanded in the form (9) and 
depend on the parameters E, Em' Km, and Bj • 

McKelvey specifies F and G so that they are boun­
ded at the origin and analytic. This is don,e by 
exhibiting a set of equations for quantities which 
comprise F and G and showing how appropriate, 
unique choices for the Km lead to boundedness 
and analyticity for F and G. 

Introducing two linearly independent solutions of 
Whittaker's equation (11) into (14) yields a funda­
mental set of uniform solutions of (1) or more 
specifically (8) in our case. The type of problems 
that may be solved for (1) depends on the behavior 
of solutions of (11). In our problems for the 
Schrodinger equations (3) and (4), we require that 
l/I be bounded. In view of the analyticity and boun­
dedness of F and G in (14), this implies that we re­
quire bounded solutions for the Whittaker equa­
tion (11). This can only be achieved for values of 
k(Z) such that 

k(Z) = r + (Z + 1) == n, (15) 

where r is an integer and it will be seen in the fol­
lowing that n is the principal quantum number. For 
a continuous domain of values of z, (15) can be 
possible only if 

k(Z) == K (16) 

so that all the Km = 0 and E = lin in view of (13). 
The solutions of (10) then take the form 

(17) 

apart from a multiplicative constant. The L!(~) 
are Laguerre polynomials. 

Since all the Km must vanish, we can no longer 
assure the analyticity and boundedness of F and G 
at the origin unless the extraordinary case pre­
vails that the Km may be taken to be zero at each 
step of their specification. However, the energy 

expansion terms Em are as yet unspecified and are 
available to take the place of the K"". in McKelvey's 
equations for specifying the analytic apd bounded 
behavior of F and G at the origin. We have car­
ried out the necessary calculations for the first 
few Em for the modified form of (4). It was seen 
that they can be uniquely determined and that they 
permit the first few terms in F and G to be speci­
fied as in McKelvey's theory. That is, they take 
over the role of the Km' The results obtained 
agree with those of Mendelsohn. 3 Similar calcula­
tions for (8) appear to be extremely laborious be­
cause of the particular method used by McKelvey 
in obtaining the uniform asymptotic expansions. 
Recently, simplifications have been achieved in the 
problem of obtaining formal uniform asymptotic 
expansions for a large class of turning point prob­
lems,5,6 and the ideas applied there, can no 
doubt be used in McKelvey'S problem. For this 
reason, we have not tried to determine explicitly 
the Em' F, and G, which result for Eq. (8). However, 
we return to this question in the next section when 
we compare the uniform expansion method with 
that of matched asymptotic expansions. 

3. DISCUSSION AND CONCLUSION 

In the large-Z expansion theory of Mendelsohnl - 3 

a formal "outer" expansion of the form 
00 

l/I(r) = exp[- ZS(r)] L; a", (r)z-m (18) 
m=O 

is assumed to satisfy (3) or (4). Introducing (18) 
into (3) or (4) and setting coefficients of different 
powers of Z equal to zero yields a set of equations 
for S(r) and the a",(r). The appropriate solution of 
the equation for S(r) is 

S(r) = rln, (19) 

where n is the principal quantum number. The 
a", (r) can be solved for recursively and determin­
ed up to a set of constants. They may become 
singular at the origin where (18) is not necessarily 
expected to be valid. The conventional perturba­
tion theory approach is identified by Mendelsohn 
with a stretching of the coordinate r~ near the ori­
gin, i.e., introducing a new variable ~ given by 

~ = Zr (20) 

and expanding the solution lJ1a) of the stretched 
differential equation in the form 

00 ~ 

lJ1W = [; lJ1·Wwj , (21) 
j=O J 

where w = A/Z for (3) and w = AlzN+2 for (4). This 
gives the "inner" expansion. In addition, via a per­
turbation theory argument, EI Z2, where E is the 
energy term in (3) and (4), is also expanded in 
powers of w as in (21). This expansion of E is used 
not only in obtaining (21) but also in obtaining (18). 
Requiring the >I!j to be nonsingular near the origin 
leads to a unique determination of the energy ex­
panSion coefficients to arbitrary order. The equa­
tions satisfied by the lJ1j are closely related to (11) 
except that for j > 0 they are inhomogeneous equa­
tions. Once the perturbation expansion (21) is 
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ob~ined, undetermined constants in the Om(r) and 
~j(~) are specified by applying the matching proce­
dure. It was observed by Iafrate and Mendelsohn 
in the cases they considered that the perturbation 
theory result to a given order is obtained by using 
the large-Z expansion (18) to some order and ex­
pressing it in terms of the stretched variable ~ • 
We note that both I/;(r) and ~(Zr) contain the mul­
tiplicative factor exp[- (Z/n)r]. 

The uniform asymptotic expansion (14) is seen to 
involve the two variables x = r /n and ~ = 2Zx = 
2Zr/n ::: 2 Vn, so that it simultaneously involves 
the unstretched variable r and the stretched vari­
able t This dependence on two variables is a 
common feature of uniform asymptotic expansions 
and distinguishes them from the "inner" and 
"outer" expansions of the theory of matched 
asymptotic expansions [Eqs. (21) and (18) in our 
case], each of which involves only one variable 
for one-dimensional problems. By expressing the 
uniform expansion in the stretched and unstretched 
variables separately, one expects to retrieve the 
inner and outer expansions, respectively. In gene­
ral, the solutions of the related equations of the 
uniform expansion theory involve higher transcen­
dental functions such as Whittaker or Airy func­
tions which have markedly different behavior for 
small and large values of their arguments. In our 
special case, the functions MU) and M'(~) have the 
simple form of the product of an exponential term 
with linear exponent and a polynomial. Expressed 
in terms of r, the exponential occurring in M(~) and 
M'W is exp[- (Z/n)r], which is identical to that 
arising in (18) and (21). Letting ~ = 2Zr/n, we may 
write the uniform expansion for I/; in the form 

I/;(r) = exp~ ~r) [~F(x,Z)AJ(~)es/2 

+ J:...G(x Z)(~dM(~»)et/2J (22) 
Zr' d~ s=2 Zr/n 

and rearrange the terms in the brackets in decrea­
Sing powers of Z. This gives rise to an "outer" 
expansion form (18). It suggests that we may be­
gin by directly using the "outer" expansion and re­
quiring the solution to be nonsin~lar at the 0:t:igin. 
On the other hand, if we set r = ~/ Z and ~ ::: 2 Un 
in (22) and expand the terms in the second bracket 
in the form (21), we should get the perturbation 
theory result of Iafrate and Mendelsohn. NOW, in 
the uniform expansion for (4) the Laguerre Polyno-
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mial that enters in (17) is Lr, == 1 so that the dis­
tinction between the stretched and the unstretched 
variable form of (22) involves only a linear term 
in ~ which enters in M(~) and M'(~). In that case, 
the uniform expansion is practically identical to 
the "outer" expansion form (18). For the problem 
injolving (3), there are two Laguerre polynomials, 
Ln~~7+l)W and L=~~~(I+l)W, which enter into (14). 
In the perturbation expansions obtained by Iafrate 
and Mendelsohn,1,2 a number of Laguerre polyno­
mials enter, all having the same upper index 2l + 
1. Via recurrence properties of the Laguerre poly­
nomials, they can all be expressed in terms of the 
above Laguerre polynomials. Since, in expanding 
(22) in terms of €, all the functions must be ex­
panded in power series and every polynomial can 
be expressed in terms of Laguerre polynomials, 
it is difficult to relate the perturbation theory ex­
pansion to the uniform expansion in a direct way. 
Again, however, the uniform expansion is very simi­
lar to the "outer" expansion (18) since only poly­
nomials in the stretched variables enter in (22). 

In conclusion, we observe that the uniform asymp­
totic solutions of (3) and (4) are not identical in 
form to either the "outer" or "inner" expansions 
of Iafrate and Mendelsohn. However, in view of the 
Simple form of the solutions M(~) of the related 
equations, given in (17), the uniform expansion is 
very similar in form to the "outer" expansion (18). 
Thus, while we have not proven directly for all 
cases that bounded uniform solutions can be obtain-
ed by a unique specification of the energy expan­
sion coefficients, the results of Iafrate and Mendel­
sohn imply that it is so. The ease in matching the 
"inner" and "outer" expansions to any order that 
was experienced by Iafrate and Mendelsohn can be 
explained by the similarity in the uniform and the 
"outer" expansion forms. That is, the "outer" ex­
pansion is, in fact, valid up to the origin, with 
appropriate choices of the energy expansion coeffi­
cients Em' Thus a need for "matching" is obviated 
as we essentially have a uniform "outer" expansion. 
Finally, we note that to apply McKelvey's method to 
(6) we need only assume a priori that E ::: O(Z2) 
and not necessarily the expansion given in (7). 
However, if we then require bounded solutions, the 
Km must be zero, for all m. This implies the given 
equation must have a form which, in fact, leads to 
the choices Km ::: 0 in the process of their specifi­
cation. This can be aChieved, in general, only if E 
is expanded in the form (7) with appropriate values 
of Em' 
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Recently, Araki has proved ray continuity for the measure-space realization of the CCR's. In thisllaper, 
stronger continuity properties of this realization are derived, from which Araki's result follows as a 
corollary. It is shown that V(g) is continuous on complete metric subspaces of 'Orr for any metric 
stronger than the weak topology. Surprisingly no further assumptions on the measure are needed. If 
'0 is an F- or LF-space, V(g) is continuous on the whole of '0,. These results are equivalent to certain 
c;ntinuity properties of the Radon-Nlkodym derivative of the measure. Via these, it is then shown 
that every quasi-invariant measure on a nuclear F- or LF-space, such as S or :I), is a superposition of 
ergodiC measures. In the derivation, their close connection with irreducible representations of the 
CCR's is exploited. 

1. INTRODUCTION 

It has been known for some time that the canonical 
commutation relations (CCR's) of quantum field 
theory or of statistical mechanics for infinitely 
many degrees of freedom are closely related to 
quasi-invariant measures on infinite-dimensional 
vector spaces.1-4 Even though the explicit form 
of the measure is not always easy to obtain, its 
very existence does lead to new structural insights 
into the CCR's.5,6 

Given two real linear spaces '04> and '0" and a bi­
linear form (f,g) on '04> x '0", a family of unitary 
operators {U(f), V(g)jj E '04>,g E '01T} in a Hilbert 
space JC are said to satisfy the Weyl commutation 
relations if 

U(fl)U(f2) = U(fl + j2) 

V(g1)V(g2) = V(g1 +g2) (1.1) 

V(g) U(f) = exp{i(j, g)} U(f) V(g). 

This family is called a representation oj the CCR's 
over '04> x '0" if the bilinear form is nondegenerate 
and if U(>.j) and V(~) are strongly continuous in 
the real variable A ("ray continuity"). In what fol­
lows the nondegeneracy of the bilinear form is not 
important and will not be assumed. 

Now consider for the moment a normed measure 
on ~,the algebraic dual of some real linear space 
'04> (a subspace of '0: will also do; detailed mea­
sure-theoretic definitions will follow in Sec. 2). 
Let '01T be a subspace of '0: and let p. be '01T -quasi­
invariant. Then, writing F(f) = (f , F) for the action 
of a linear functional F E '0:, one can define uni­
tary operators U(f) and V(g) in the function space 
L2 ('0:, J.l) by 

(U(f)cp)(F) = ei(j,F) cp(F) , 

(dp.(F + g)\ 1/2 
(V(g)cp)(F) = \ dJ.l(F)! cp(F + g). 

(1.2) 

(1. 3) 

These operators satisfy the Weyl commutation 
relations, and unitarity follows from p.('O:) = 1. 
Furthermore, the vector U E L2 ('0:, p.), 

U(F) == 1, (1. 4) 

is cyclic for {U(f)}. Conversely, Araki1 has 
shown that every representation of the CCR's with 
cyclic {Uif)} can be brought into this form, except 
for an additional phase factor ag(F) in the expres­
sion for V(g) , satisfying 

(1. 5) 
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Hence Eqs. (1. 2) and (1. 3) are, so to say, the 
standard measure-space realization of the CCR's 
or Weyl relations for given p.. Only quite recently, 
however, Araki 7 has shown that the se operators 
satisfy ray continuity. For U(f) this follows tri-
vi ally by Lebesgue's bounded convergence theorem 

for An ~ 0, but for V(g) this is not at all obvious. 

In this paper we investigate this standard realiza­
tion of the CCR's for stronger continuity proper­
ties of V(g). For UU) one can again apply Lebes­
gue's bounded convergence theorem to obtain 
stronger continuity properties if, instead of '0:, one 
uses a topological dual. 8 

It turns out that, if a subspace of '0" is a complete 
metric space for some metric topology stronger 
than the weak topology, then V(g) is already con­
tinuous on the subspace in this metric. Surpris­
ingly, no further assumptions on '04> and p. are 
needed, nor do separability conditions enter. From 
this, continuity of V(g) on all of '01T follows if '01T 
is an F- or LF-space, e.g., a Hilbert space, the 
space S or 5) of Schwartz. Araki's7 result on ray 
continuity is also a simple corollary (a short and 
direct proof is also given). 

At the end of Sec. 3 the equivalence of these results 
to continuity properties of the Radon- Nikodym is 
pointed out. 

Finally, the results are applied to the decompOSi­
tion of quasi-invariant measures into ergodic ones. 
The latter correspond to irreducible representa­
tions of the CCR's. Recently, Hegerfeldt8 has 
shown that every representation of the CCR's of 
the Garding- Wightman type and every continuous 
representation over a nuclear test function space 
such as S or !D can be decomposed into a direct 
integral of irredUCible representations. Applica­
tions to ergodic measures were also given. Now 
we use these results and the continuity properties 
of V(g) to show that every quasi-invariant mea­
sure on a nuclear F- or LF- space is a super­
position of ergodiC measures. 

2. BASIC NOTIONS 

For the convenience of the reader, we review some 
basic notions and lemmas which will be of use in 
later sections. For additional information see 
Umemura 9 and Hegerfeldt. 6 

Let '0 be a real vector space, with elements j, .... 
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Denote by '0* its algebraic dual, consisting of all 
linear functionals on '0. Let 'Ot be a linear sub­
space of 'D* , with elements F, ... , and construct 
a family of subsets of 'Ot in the following way. 
First consider subsets of 'Ot defined by an FOE 

'Ot, f E '0, and a positive number ;\ as 

where (f, F) denotes the action of the linear func­
tional F onf. These sets form a base for the weak 
topology on 'Ot. Denote the a-ring generated by 
these sets by <B('Ot, '0). Its elements are often 
called the Borel sets 0/ 'Ot. 

Now let '01 be a subspace of '0. We denote by 
<B('Ot, '(1) the a-ring in 'Ot generated by all sets 
e(F 0'/';\) with/ E '01 ' Evidently <B('Ot, '(1) is a 
sub-a-ring of <B('Ot, '0). If W is a finite-dimen­
sional subspace of '0, then the sets in <B('Ot, 'W? 
are called cylinder sets with base in W. Geometric 
visualization is easy. Denote by Wl. the subspace 
of 'Ot orthogonal to W. Then such a cylinder set 
A consists of co sets A = A + 'Wl.. Since 'Ot /Wl. 
is finite dimensional (it is isomorphic to W if 
'Ot separates '0, Le., if 'Ot is large enough), the 
representative points of A in 'Ot /Wl. form a 
finite-dimensional Borel set, the "base". Denote 
by 71w the canonical map of 'Ot onto 'Ot /W \ 

(2.2) 

Then <B('Ot, 'W? consists of all sets of the form 
1];;)(.4), with A c 'Ot/'Wl. being a Borel set in the 
finite-dimensional space 'Ot/Wl. It is clear that 
<B('Ot, '0) is the a-algebra generated by all cylinder 
sets. 

From Eq. (2. 1), one sees that <B('Ot, '0) and 
<B('Ot, 'W? are invariant under translations by arbi­
trary elements of 'Ot. 

Bya measure IJ. on 'Ot, we mean a countably addi­
tive positive set function on the Borel sets of 'Ot. 
The restriction of IJ. to <B('Ot, W) is denoted by /-Iw. 
From the preceding discussion it is clear that 
IJ.w defines a measure iIwon the finite-dimensional 
space 'Ot/Wl. by 

(2.3) 

A measure II on 'Ot is called absolutely continuous 
with respect to IJ., II « IJ., if IJ.(A) = 0 implies II(A) = 
O,for A E <B('Ot, '0). Note also then that IIw« IJ. 
and ilw« iIw' w 

Let '0" be a subset of 'Ot (in general, '0" will be a 
linear subspace). For given IJ. and g E '0", one 
obtains a translated measure IJ.8 by 

~(A) == J.I(A + g). (2.4) 

The measure IJ. is called '0" -quasi-invariant if 
j.I(A) = 0 implies IJ.K(A) = 0 and vice versa. Note 
that in this case IJw is also '0" -quasi-invariant 
and that '::w is quaSI-invariant under 71w('O") , the 
image of ·u" in 'Ot/Wl.. 

Now let /.1 be a bounded measure on '()t, 1J.('Ot) = 1 
say, and consider the Hilbert space of all complex­
valued ,.,.- square- integrable functions on 'Ot, Je = 
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L2 ('Ot, <B('Ot , '0), IJ.). The functions of the form cp (F) 
= e i{f, F) , / E '0, are total in Je. Hen ce the vector 
n E Je, 

O(F) == 1, (2.5) 

is cyclic for the operators {U(f);/ E 'O} defined 
as multiplication by ei{/·F). If W is a finite-dimen­
sional subspace of '0, we define Jew to be the closed 
subspace of Je obtained by restriCting f to 'W, 

Jew = {ei(f,F);f E W}. (2.6) 

Note that, if tJ; E Jew' then tJ;(F) is constant within 
W.l-cosets, and is thus essentially a function on the 
finite-dimensional space 'Ot/Wi. Let P be the 
projector onto Jew' w 

(2.7) 

The family of all finite-dimensional subspaces of 
'0 forms a directed set by inclusion since, for given 
W1 and W2 ' there is always a W such that W::J W1 
and W::J ~. Hence this family can be used as an 
index set for generalized sequences (nets10). One 
has the following simple result. 

Lemma 2.1: st - limP = I, Le., given cp E JC 
Wt w 

and E > 0, there is a Wo such that for all W::J Wo 
one has IIPw cp - cpll< E. 

Proof: By the cyclicity of {U(f)} there exists 
a Wo and a 1/1 E JC~ such that wo 0 

IIcp -1/1 II < E/2. 
Wo 

If W::J Wo, one has P w I/Iwo = I/Iwo and thus 

IIPwcp-cpll.,; lip (cp-I/I. )Ii + lip 1/1 -cpll< E. 
w ~o ~ ~o QED 

The next lemma is contained in Umemura9 [Sec. 3, 
Eq. (5)] and Hegerfeldt5 [Eq. (6. 2)]. 

Lemma 2.2: Let II « IJ with 1I('Ot) < CXl, and 
put a(F) = [dll(F)/dlJ(F)]1/2. Then a E Je = L~. 
Putting P w a = o~, one has, for each finite-dimen­
sional 'Wand IJ., almost all F E 'Ot, 

o .,; a (F) .;; (dll (F)/dlJ. (F»)1/2. (2.8) 
w w w 

Proof: One has 

J ~~dlJ. = lI('Ot) < CXl. 

Hence a E Je. Now let A be a cylinder set,A E 

<B('Ot, W), and let XA be the characteristic function. 
Then one has XA E 3Cwand 

o .;; <XA,a) = <XA,a ). w 

Hence 0 .,; a (F) for p., almost all F since Ow E JC • 
From PwXA"f = XAowand lip (XAa) kllXAal1 , one w 
obtains w 

J XA (F) I aw(F) 12dp.(F) .;; J XA ~~ dp. 

J J dllw 
= XA dll = XA d-dlJ. w p.w 
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Since a'W(F) and dll'W/dlJ..w are constant within 'WJ.­
cosets, Eq. (2.8) follows. QED 

For sequences the next lemma has been proved by 
Umemura. 9 For nets the procedure is similar. 

Lemma 2.3: Let II and a be as in Lemma 2.2. 
Then a is the normlimit in X = L~ of (dll / 
dJ,l'W) 1/2 , 'W 

I 
~ dll (F)/1/2 

1:!,~ J IdJ,l:(F)\ - a(F) 12dJ,l(F) = O. (2.9) 

Proof: Define b'W(F) by orthogonal decomposi­
tion 

a = a'W + bow' 

By Lemma 2.1,bw ~ 0 in norm, and by orthogo­
nality 

J (~:w - (a'W)~ dJ,l = J ~: - (ow)' dJ,l = Ilb'W112. 
'W (2. 10) 

By Eq. (2. 8) one has 

dll'W _ (a )2;;. [(dllw.) 1/2 _ a ] 2 
dJ,l'W 'W dJ,lw 'W' 

and with Eq. (2. 10) this yields 

II (~::r/2 -all~11 (~~:r/2 -awll + Ilbwll 

~ 21Ib'Wll~ O. QED 

The last two lemmas playa central role in the next 
section, where J,I will be a quasi-invariant measure 
and where II will be identified with J,lg. 

3. CONTINUlTYOF V(g) AND OF THE RADON-
NIKODYM DERIVATIVE 

Throughout this section 'O~ will denote a real 
linear space and '01 a subspace of the algebraic 
dual 'Uti furthermore, '0" will denote a linear sub­
space of '01 and J,I a 'O,,-quasi-invariant normed 
measure on '01. It is not assumed that '0" sepa­
rates 'O~, i.e., it may happen that,for somef E 
'0 ,(f ,g) = 0 for all g E '01[. The weak topology 
wt'OI[' 'O~) on '01[ is defined as usual:gcx~go weakly 
if and only if (f,ga> ~ (f,goJ for eachf E 'U~. As 
before, 'W will always denote a finite-dimensional 
subspace of '0* and TJ'W the canonical homorphism 
of 'Ot onto '01/'WJ.. 

For greater transparency, we divide our procedure 
into several steps. 

Lemma 3.1: Let 1/1 EX = L~, where J,I is '01[­
quasi-invariant and normed. Then 

(df.l~\ 1/2 _ _ (dJ,lw(F + g~ 1/2 
<1/1, dl1';; ) = JdJ,l(F)I/I(F) dJ.lw(F) J 

is weakly continuous in g E '0", for each finite­
dimensional W c W~. 

Proof: As before, denote by iiw the measure 
on 'OJ./WJ. induced by J.Iw. We have, for some in­
tegers m ~n < <Xl, that TJw('Ol) == 'Ol/'WJ. can be iden-

tified with R" and TJ ('0,,) with R'" C R". Let A be 
a Borel set in R" w1¥h characteristic function 
XA (x). Letting A vary over R m and noting that 
XA(x + A) is measurable over Rm x R", one finds 
by Fubini's theorem, 

a(A) == JR"'dm~ JR"djiw(X)XA (x + A) 

= JR"diIw(x) JRmdm~XA.(x + ~). 
(3.1) 

From the second equality, one finds that a(A + ~) 
= a(A) and, for bounded sets 1m C R m, 

(3.2) 

Hence a defines an R m-invariant a-finite measure 
on Rn. Furthermore, a(A) = 0 implies iLwCA + A) 
= 0 for almost all A, and ~o iiw(A) = 0 by quasi­
invariance. Conver!lely, J.I.w{A) = 0 implies a(A = 
0, and hence a and ~re equivalent. Thus, if dji.Jx) 
= p(x)da(x) , one has 

d~w(x + ~) _ p(x + A) 
djIw(x) - p (x) (3.3) 

Now,putting x = TJ'W(F) and TJw(g) = g, we find 

" (~~:) 1/2 _ (::;) 1/2 f 
_ I (djIw(X + i~ 1/2 
- IR" \: djIw(X) J 

(dpw(x + go)\ 1/2/ 2 
- \ d~w(x) 7 diIw(x) 

= J. n I [p(x + g)] 1/2 - [P(x + gj P/21 2da(x). 
R (3.4) 

If g ~ go weakly, then i --+ i 0 in R m and the right­
hand side converges to zero [for continuous func­
tions this follows from Lebesgue's bounded con­
vergence; these functions are dense in L2(RII,a)J. 
From this the statement follows immediately. 

QED 

The next lemma is the corner- stone of this sec­
tion. The results announced in the Introduction 
will be derived directly from it. 

Lemma 3.2: Let J,I, '01[' X, n, etc., be defined 
liS before ~d let V(g) be given by Eq. (1. 3). Let 
'Q" be a subset of '0", and let T be a topology on 
'01[ for which (f, g) is continuous on 'U", for each 
f E 'O~, i.e., T ;;. w(1\. 'O~). Let 0 ~ l/Io(F) E X'Wo 
for some 'Wo' Then <tf.-o.:. V(g)n> is an upper semi­
continuous function on '01[' If, furthermore, <n, V 
(g)n> is continuous at some go E 'Un' then <tf.-, V 
(g)cp> is continuous at go for arbitrary CP,I/I E JC. 

Proof: Defining aK and a~analogous to Lemma 
2.2, with II = J,lg, one has, for 'W::> 'Wo and for each 
g E '01[' 

(1/10' V(g)n> = (I/Io,~> ~ (1/10' (dJ,lKw /dlJ.w)1/2). (3.5) 

By Lemma 2.3, (1/10' V(g)n) is the limit of the 
right-hand side; hence it is also the infimum over 
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all 'W:::J 'Wo. The right-hand side is T-continuous 
on '0" by Lemma 3.1. But an infimum of con­
tinuous functions is upper semicontinuous. l1 

Now assume that, on ,)rr,(n, V(g)n) is T-continuous 
at go' and let 1/1 0 E JCwo for some 'Wo ' 0 ~ tJ,(F) ~ 1. 

Then, if 1/11 = n -1/10' one also has 1/11 E :K'.wo and 
o ~ 1/11 (F) ~ 1. Thus 

(n, V(g)n) = (1/10' V(g)n) + (1/11' V(g)n) (3.6) 

is the sum of two upper semicontinuous functions. 
Now, if one has two upper semicontinuous functions 
hI (x) and h2(x) on some space and if h3 = hI + h2 
is continuous at x = x O' one obtains, from the rela­
tion 

:~ hi(x) = hi(xo), i = 1,2, 
o 

valid for upper semicontinuous functions,l1 and, 
from the continuity of h 3 <X) at x 0' 

0= lim h 3 (x) - lim h 3 (x) 
x-+x -o x-+xo _ 

;, hl(xO) + h2(x O) - lim hl(x) - lim h2(x) 
X=;-xo x-+ Xo 

= lim hI (x) - lim hI (x) ;, O. 
x- .1'0 x-+ Xo 

Hence the oscillation of h1 (x) at x = x 0 vanishes, 
and thus h). (x) is continuous at x o. Therefore, 
(1/10' V(g)n) is continuous at go' 

Since the set of allowed vectors 1/10 is total in :Ie 
and since V(g) is unitary, (1/1, V(g)n) is continuous 
at go for all 1/1 E:Ie. If cp = u(j)n, one has 

(1/1, V(g) cp) = e i (J,g)( U(-f)1/I, V(g)n), 

which is also continuous at go' Since n is cyclic 
for U(j), one has continuity for all cp E:Ie. QED 

In the preceding Lemma, "0" = "0" is, of course, 
allowed. It may happen that (n, V(g)n) has no point 
of continuity in the weak topology of "0". The sim­
plest example is furnished by the Fock represen­
tation, for which "0\1> and "0" can be identified with 
a separable Hilbert space "0 and where "Ot = 'D*. 
The measure IJ. is a Gaussian measure. One has 

which is clearly not weakly continuous on "0. 

However, one knows that an upper semicontinuous 
function does have pOints of continuity in the case 
of certain Baire spaces and in particular for all 
complete metric spaces. From this the next 
theorem follows immediately. 

Theorem 3.1: Let "Oq, be a real linear space, 
and let "01 be a subspace of the algebraic dual 
U:. Let "OTT be a subspace of "01, and let /.l be a 
'{\ -quasi-invariant measure on the Borel sets of 
'91. Consider a subspace "OTT C "O7[ and assume that 
"OTT can be made a complete metric topological vec­
tor space12 by some metric topology T for which 
(j,g) is continuous on -OTT' for eachf E '0\1>' Then 
the map g f-7 V(g) defined by Eq. (1. 3) is strongly 
continuous on 'OTT' 
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Proof: An upper semi continuous function of a 
complete metric space has a dense set of points 
of continuity.13 Hence (n, V(g)n) and (1/1, V(g)cp) 
are continuous at some go E 1\, for all 1/1, cp E :Ie, 
by Lemma~ 3. 2. But then one has continuity every­
where on "OTT' since, if g ~ gl' one has g - gi + 
go ~ go in 'OTT' and thus 

Since V(g) is unitary, weak continuity implies 
strong continuity. QED 

This result allows some immediate applications. 
Recall that a Frechet (F-) space is a complete 
metric locally convex vector space and that an 
LF- space & is a strict inductive limit of F- spaces, 
Le.,a countable union of subspaces 8 n which, by 
the topology of 8, are F- spaces. A sequence in 8 
converges if and only if it is contained in some 
8 n and converges there. Examples of F-spaces 
are Hilbert spaces and the space S of Schwartz 
of rapidly decreaSing infinitely differentiable 
functions. As an LF-space we mention the space 
:D of Schwartz of infinitely differentiable functions 
with compact support. 

Corollary 3.1: Let "OTT be an F-space or an 
LF-space for some topology T ;, W("OTT' "Oq,). Then 
the map g ~ V(g) is strongly T- continuous on "OTT' 

Proof: If "OTT is an F-space, put 'O7[ = "OTT in 
Theorem 3.1. If "O7[ = Un 8 n , then put 'OTT = 8" in 
Theorem 3. 1. Then g f-7 V(g) is continuous on 
each 8 n and thus, by the properties of inductive 
limits, also on 'OTT' QED 

We note that for U{f) a similar result holds. If 
"Oq, is an F-space or LF-space and "01 = 'O~, then 
f f-7 U(j) is strongly continuous. This follows 
by Lebesgue's bounded convergence.s 

A special case of Theorem 3. 1 is obtained if '6 TT 
is any finite-dimensional subspace of '07[, in par­
ticular if '6TT is one dimensional, Le., if 'O7[ = {Ag} 
for some g E "0 n' The Euclidean metric satisfies 
all conditions of Theorem 3.1, and one obtains ray 
continuity, a result derived by Araki7 in a complete­
ly different way. 

Corollary 3.2 (Araki): V(~) is strongly con­
tinuous in A for fixed g E "On' 

A short and direct proof of Corollary 3.2, which 
is not based on Theorem 3. 1 nor on intricate 
Hilbert space techniques, can be given as follows. 
If g "" 0, th~re is anf1 E 'Oq, satisfying (j1,g) = 1. 

If one defines Y == {F E '01; (j1,F) = O} and if <By 
== ffi(Y, '0\1» denotes the Borel sets in Y, ffio those 
of '01, and <BR those of R = {Ag}, then '01 is the 
direct vector sum of Rand Y. Moreover, it follows 
from the definitions in Sec. 2 that ("01, ffio) = 
(R, ffi R) x (Y, ffi y) ,as already noted in Ref. 7. Hence 
IJ. is an R-quasi-invariant measure on R x Y. For 
any Borel set A in R x Y, with characteristic 
function XA(x ,y), XA(x + A,y) is measurable on 
R x R x Y. As in Eq. (3.1), one can define a a­
finite R-invariant measure a on R x Y which is 
equivalent to IJ.. Now the map 
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is an isometry of L2('01,1l) onto L2(R x Y,u) under 
which V(Xg) becomes translation of x by J... If 
~~ ,y) = CfJ 1 (x)CfJ~Y) with CfJ1 (x) continuous, one has 
Ii IV (x + An,y) - 1V(x,y)li a ~ 0 for An ~O,by Lebes­
gue's bounded convergence. Since these functions 
are total, one obtains strong continuity of the trans­
lations in L~ and thus of V(Ag) in L~. QED 

A slightly stronger result than Theorem 3. 1 and 
Corollary 3.1 can be derived under the additional 
assumption that JC = L~ is separable. In this case 
one can use sequences instead of nets. One knows 
that if {hn(x)} is a sequence of continuous functions 
converging pointwise to a function h(x), then the 
points of discontinuity of h~) form a meager (first 
category) set.l 4 Hence, if 'O'Jf is of~second category 
in itself for some topology_T ~ w('O'Jf' '0<1»' then V(g) 
is strongly continuous on '0". 

To conclude this section, we note that the above 
results can be reformulated as statements on con­
tinuity properties of the Radon-Nikodym derivative 
dIJ.g I dIJ.. Strong continuity of V(g) implies that, for 
g~go' 

II V(g)n - V(g o)n 112 

= J I (tg
) 1/2 _ (d~~O) 1/21 

2 
dIJ.~O. (3.7) 

This means that (dIJ.g I d) 112, regarded as a function 
of g with values in L~, is norm continuous. From 
the inequality 

VI t _da:o IdIJ.) 2 

~ 4J 1(%) 1/2 - ~d:) 1/212 dIJ., (3.8) 

which is obtained by means of Schwartz's inequa­
lity, it follows that d~ I dIJ., regarded as a function 
of g with values in Lfr, is norm continuous. From 
this follows, conversely, strong continuity of 
V(g) if (f,g) is continuous in g for eachf E: '0<1>' 

4. ERGODIC DECOMPOSITION OF QUASI-IN­
VARIANT MEASURES 

Parts of this section have already been obtained 
by Hegerfeldt8 through the decomposition of repre­
sentations of the CCR's into irreducible ones. The 
preceding section can be used to extend those 
results considerably. 

A '011 -quasi -invariant measure IJ. on '01 is called 
'O,,-ergodic if there is no nontrivial '01I-quasi­
invariant measure on 'Ot which is absolutely con­
tinuous with respect to IJ.. This means, if " « IJ. 
and if "is '01I-quasi-invariant, then either 11'=0 
or " is equivalent to p.. Geometrically, ergodicity 
of 1/ means that 'Ot cannot be decomposed into two 
subsets of positive measure which are invariant 
under translations by elements of '011 , modulo 
IJ.-null sets. Thus ergodic measures are in a cer­
tain sense minimal. 

Now we consider a real linear topological space 
'0 and take for 'Ot the topological dual '0'. If (f,g) 

is a non degenerate continuous bilinear form on 
'0 x '0, one can embed '0 in '0' by regarding each 
g E: '0 as a continuous linear functional on '0. 
Nuclear spaces play an important role in the fol­
lowing. The only property of nuclearity exploited 
here is the Bochner- Minlos theorem, which states 
that every continuous positive-definite function on 
a nuclear space is the Fourier transform of a 
bounded measure on the dual. 9 

The next theorem solves the problem of ergodic 
decomposability of a 'O-quasi-invariant measure 
on the dual '0' of a nuclear F- or LF-space com­
pletely. It extends Theorem 6.5 of Ref. 8. 

Theorem 4.1: Let '0 be a nuclear F- or LF­
space, and let (f,g) be a nondegenerate continuous 
bilinear form on '0 x '0 so that '0 can be regarded 
as a subspace of '0'. If P. is a 'O-quasi-invariant 
bounded measure on '0', then there is a standard 
Borel space Z, a bounded positive measure p on 
Z, for each ~ E: Z a 'O-ergodic measure jJ., on '0' 
with ,u,('O') == ,u ('0') such that, for each Borel set A 
in '0', 

Proof: By the Corollary 3. 1, the continuity 
conditions of Lemma 6.2 of Ref. 8 are satisfied. 
Then the statement follows immediately from 
Theorem 6.5 of that reference. QED 

This result can be sharpened somewhat by extend­
ing Theorem 6.4 of Ref. 8 with the help of Corol­
lary 3.2. It suffices to demand nuclearity for '0

11 

only. 

Corollary 4.1: Let '0 be a separable F- or 
LF - space, let '011 be a subspace of '0', and let IJ. 
be a bounded '01I-quasi-invariant measure on '0'. 

If, for some topology T finer than w ('011 , 'D), '011 is a 
nuclear F- or LF-space, then there is a standard 
Borel space Z, a bounded positive measure p on 
Z, for each ~ E: Z a '01I-ergodic measure IJ., on '0' 
with /l, ('0') = IJ.('O') such that, for each Borel set A 
in '0', 

Proof: Let V(g) be defined as in Eq. (1. 3). 
Then (n, V(g)n) is a pOSitive-definite function 
which, by Corollary 3.1, is continuous for the nu­
clear topology of '0 11 ' Hence, by the Bochner­
Minlos theorem, there exists a normed measure 
" on 'O~, such that 

(n, V(g)n) = J '0' d,,(~)ei(g.t), 
TI 

(4.1) 

where ~ runs through 'O~. Now one can insert 
literally the proof of Theorem 6.4 of Ref. 8. Using 
Eq. (4. 1) it is then shown in exactly the same way 
as in Lemma 4.2 and Eq. (4.3) of Ref. 8 that the 
measures appearing in this proof are '011 -quasi-
invariant. QED 

It is clear that Theorem 4.1 and Corollary 4.1 
also hold for a-finite measures. 
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In this paper it is suggested that there may exist a fundamental relationship between the variables of thermo­
dynamiCS, the operators associated with certain nonlinear integral equations of statistical mechanics, and the 
properties of a class of convex functions, called N functions, investigated by Krasnosel'skii and Rutickii. In 
particular, it is pointed out that the most general theoretical framework within which aU these problems can 
be studied is that provided by the theory of Orlicz spaces. In the first part of our study, presented here, it 
is shown that the existence of solutions to certain nonlinear integral equations, derived either from the BBKYG 
hierarchy or from the grand partition function using a variational approach, can be established with some 
generality. The relationship between our results and those obtained by Ruelle is discussed. 

I. INTRODUCTION 

The class of problems with which we shall be con­
cerned in this paper is best introduced by recalling 
the dependence of pressure on density diagramed in 
Fig. 1. We shall also refer to the dependence of dens­
ity on fugacity shown in Fig. 2. One of the main pro­
blems in statistical mechanics is the attempt to 
determine the equations describing these curves for 
specific physical systems. For example, the equa­
tion of state in the grand canonical ensemble is given 
by 

pV = kT ln~ (1) 

and the evaluation of:::: for a system gives a traject­
ory similar to that shown in Fig. 1. 

In our study of this problem, we shall adopt a slightly 
different point of view. Rather than considering the 
curve itself, we instead focus attention on the area 
under the curve and then examine whether this area 
can be provided with a well-defined topological basis. 
We observe that the function p(p) plotted in Fig. 1 is 
right continuous for p ~ 0, positive for p > 0, and non­
decreasing. Furthermore, p(p} satisfies the condi­
tions 

p(O} = ° 
and, 

p(!Xl} = lim p(p) = !Xl. 
p .... oo 

(2a) 

(2b) 

If one abstracts the specifiC properties characteriz­
ing the thermodynamic variable P(p), one realizes 
that these properties are precisely the ones used by 
M. A. Krasnosel'skii and Y. B. Rutickii in defining a 
general class of convex functions called N func­
tions.1.2 These functions, designated M(u}, admit the 
representation 

f
'UI 

M(u} = p(t}dt, 
o 

(3) 

and, in the most general case, can have a graph of the 
form shown in Fig. 3. This figure serves to illustrate 
that this class of convex functions is general enough 
to include functions whose associated trajectories are 
either concave upward or concave downward, or have 
discontinuities. Thus, returning to thermodynamics, 
we note that an N function can be associated not only 
with the pressure as a function of density (as dia­
gramed in Fig. I), namely, 

lui 
M(u} = i p(p}dp, o 

but also with the density as a function of fugacity (as 
diagramed in Fig. 2), say 

51 

f
,ul 

M'(u} = p(z}dz. 
o 

From the above discussion, it is clear that the value 
of the N function itself is given by the area of the 
corresponding, curvilinear trapezoid. 

In developing the theory of N functions, it is conven­
ient to introduce another function called a comple­
mentary N function. To do this, a new function q(s) 
with s ~ 0 is defined as follows: 

q(s) = sup t. (4) 
p(t)'s 

In more usual language, q(s) is the inverse function 
of p (t) when p(t} is continuous and monotonically in-

p 

p 

P 
FIG. 1. Relation between the pressure and the number denSity 
at a given temperature. 

FIG. 2. Relation between the number density and the fugacity 
at a given temperature. 
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creasing. In general, q(s) is called the right inverse 
of p(t). Notice that the function q(s) possesses the 
same properties as the function p(t), since it is posi­
tive for s > 0, nondecreasing, and satisfies the con­
ditions 

q(O) = 0, 

q{oo) = lim q{s) = 00. 
s~oo 

(5a) 

(5b) 

The N function complementary to M(u) is then defined 
as 

j.lvi 
N(v) = q(s)ds. 

o (6) 

The relationship between these two functions can be 
displayed graphically as shown in Fig. 4. The simp­
lest example of a complementary pair of N functions 
is the following: 

Ml(u)=I~la, Ci>I, (7a) 

N1(v) = \~\B, ~ + ~ = 1. (7b) 

For the problems treated in this paper, especially 
those studied in Secs. II and ill, the following, strongly 
nonlinear, N function will be used: 

M 2 (u) = elul - \ul- 1. (8a) 

p (t) 

I: 

r 
I: 
Ii M(u) 

I: 

~ 
I: 
Ii 
: 

t u 
FIG. 3. Graphical representation of the N function,M (u). 

v···· .................................................. '.' ..... . 

N(v) r: 
pOl,s Ii 

M(u) Ij 

if Ii 
Ii 

t,q(s) u 
FIG. 4. Relationship between the N function,M (u) and the N function, 
N(v). 
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The N function complementary to M 2 {u) is 

N 2 (v) = (1 + Ivl) In(1 + Ivl) - Ivl. (8b) 

The main idea developed by Krasnosel'skU and 
Rutickii in the theory of Orlicz spaces is to consider 
general properties associated with pairs of N func­
tions and in particular to consider not merely power 
functions [for example, Eqs. (7)], but exponential 
functions as well [for example, Eqs. (8)]. This pro­
gram is carried out by defining a class of all real­
valued functions defined on a bounded, closed set G, 
and denoted by LM{G), such that 

1 M[u{x)]dx < 00. 
G 

(9) 

Equation (9) defines the "pseudo-norm" of u. The 
class LN(G) and its pseudo-norm are defined analog­
ously. It should be emphasized that the spaces LM(G) 
and L N (G) are not, in general, linear spaces and the 
"pseudo-norms" have few of the properties of norms. 
Accordingly, one defines L~(G) to be the set of all 
function u(x) satisfying 

11 u(x)v(x)dx 1< 00 
G 

(10) 

for all V(X)E Iw(G). The set ~(G) is defined analog­
ously. The major step taken by Krasnosel'skii and 
Rutickii is their demonstration that these sets are, 
in fact, linear spaces and can be provided with norms 
in such a way that L :r(G) and L; (G) become a conjug­
ate pair of reflexive Banach spaces. Then, L:r(G) is 
called an Orlicz space and the norm is defined by the 
relation 

Iluli M = supl1 u(x)v(x)dxl, 
G 

(11) 

where the supremum is taken over all v E LN with 
pseudo-norm less than or equal to unity. 

Having sketched the general ideas underlying N func­
tions and Orlicz spaces, it is apparent from a study 
of Figs. 1 and 2 in relation to Fig. 4, that several 
lines of research could be pursued at thi& point. For 
example, one could make extensive use of the alge­
braic properties of N functions, as typified by the 
Young inequality 

uv ~ M(u) + N(v) (12) 

which, written in terms of thermodynamic variables 
becomes 

pp ~ M(P) + N(P). (13) 

On the other hand, given the norm defined by Eq. (11), 
it might be recalled that Krasnosel'skii and Rutickii 
have proved several theorems on the existence of 
solutions to certain nonlinear integral equations with 
exponential nonlinearities. Since this latter approach 
provides the closest connection with work already in 
the literature, we consider here the application of 
these existence theorems to certain approximate inte­
gral equations derivable from Eq. (1), and defer the 
algebraic analysis to a separate paper. 

To see the close connection between N functions, non­
linear integral equations with exponential nonlineari­
ties, and thermodynamics, we recall the expression 
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for E given by Morita and Hiroike3 : 

InE = jdRp(R) Inz*(R) - jdRp(R)(lnp(R) - 1] 

+ tJ jdR l dR2P(R l )P(R2 ) (1 + v(R 1 ,R2 )] 

x In[l + b(Rv R2)1 - tjjdR1dR2P(R1 )p(R2 ) 

x ([I + v(Rl>R2 )1ln[1 + v(R l ,R2 )] - v(Rl ,R2 )} 

+ _ ... , (14) 

where 

z*(R) = z exp-~R)/kT, 

b(R R) - exp-u(RJ .R2 )/kT - 1 
l' 2 - , 

v (R1 ' R2 ) = g(Rl , R2 ) - 1. 

Here, 'l1(R) is the external field (set to zero in what 
follows),u(R 1 ,R2 } is the pair potential between parti­
cles 1 and 2, p(R} is the singlet distribution function, 
andg(R1 ,R2 ) is the pair-correlation function. Pro­
vided all terms on the right-hand side of Eq. (14) are 
taken into account, this equation is an exact repre­
sentation of E. If one uses the variational condition 

(~~n~) z*, b, v = 0 

in conjunction with Eq. (14), one obtains the following 
expression: 

Inz*(R1 ) = Inp(R1 ) - jdR2P(R2 ){[1 + v(R1 ,R2 )] 

x In[1 + b(R:l,R2 )] - [1 + v(Rl'R2 )] 

x In[1 + v(Rl ,R2 )] + v(R l ,R2 )} 

-+ ... (15) 

As it stands, Eq. (15) represents an exact integral 
equation for p(R) if v(R1 ,R2 ) is known .. In practice, 
one neglects all terms beyond the second on the right­
hand side of Eq. (15), thus forming the hypernetted 
chain approximation. Using this approximation, the 
integral equation (15) can be written in the form 

<I>(Rl ) + J k(Rl • R 2 ) exp(<I>(R2 )1dR2 = 0, (16) 
v 

where 

<I>(R) = In p(R) • (17) 
z 

K(Rl ,R2 ) = KHNdRl,R2) = f3zu(R12 )g(2)(R1 ,R2) 

+ z{[l + v(R1 ,R2 )] In[I + v(Rl'R2 )] 

-v(Rl ,R2 )}. (18) 

Various other integral equations for the singlet dis­
tribution function can be derived, which can be cast 
into the Hammerstein form4 of Eq. (16), but with dif­
ferent kernels. Several of these kernels have been 
discussed in Ref. 5, together with the approximations 
involved in their formulation. For example, starting 
with the first equation of the Kirkwood coupling­
parameter hierarchy, one can derive an integral equa­
tion having the same overall structure as Eq. (16), 
but with the kernel 

1 
KKJ(Rl'R 2 ) =f3ZU(R.12)fo d~(2)(Rl,R2'~)' (19) 

where ~ is the Kirkwood coupling parameter. Alterna­
tively, Green6 has shown that an equation similar to 

Eq. (16) can be derived starting from the YBG equa­
tion; here, the kernel is 

(20) 

Finally, one can start from an approximate mean­
field representation of the singlet distribution func­
tion suggested by Brout7 and derive an equation 
similar to Eq. (16), but with the kernel 

(1) (R ) (2)( ) KB(R l ,R2 ) =f3zu 12 g 0 R 12 • (21 ) 

In this expression, g 62)(R 12) is the pair-correlation 
function of a reference system and u (1)(R 12) repre­
sents a perturbation potential. 

The feature which is common to all of these approxi­
mations is that the structure of the nonlinear func­
tion appearing in the associated integral equation 
remains unchanged. That is, although the kernel 
changes from one representation to another, the non­
linearity remains exponential in each case. This 
suggests that if general results on the behavior of 
thermodynamic systems are to be inferred from a 
study of well-defined approximations, one should 
focus one's attention on existence theorems for non­
linear integral equations with exponential nonlineari­
ties, since apparently it is this feature which is pre­
served in all of the above approximation schemes. 
The natural framework for discussing such equations 
is that of Orlicz spaces, developed by Krasnosel'skii 
'1.nd Rutickii and introduced above. The main point 
is that very different requirements must be satisfied 
in order to prove existence of solutions for integral 
equations with exponential, as opposed to power, non­
linearities. It is this feature which distinguishes the 
present work from that presented in Ref. 5, since in 
that paper the development was formulated explicitly 
within the framework of LP space. This is not to say 
that exponential nonlinearities were not considered 
in Ref. 5; however, to insure that the associated non­
linear integral equation was defined within LP space, 
it was necessary to bound the nonlinear function, 
thus limiting the generality of the results. A further 
distinction between the material presented in Ref. 5 
and that given here is that Ref. 5 was concerned with 
the problem of bifurcation, whereas our primary in­
terest here is the application of theorems on exist­
ence. 

We present in Sec. II a detailed analysis of the con­
ditions which must be satisfied by the various kernels 
introduced above in order that complete continuity of 
the associated operator be guaranteed. Since the 
details of the theorems proved by Krasnosel' skii and 
Rutickii, which we use extensively, have been present­
ed in English translation only in a monograph and one 
review artit:!le (although their principal results have 
been summarized in various other sources8 ), we have 
taken the caution to state their theorems fully. For 
convenience, the theorems cited are labeled as in 
Ref. 2. In Sec. ill we focus on the complete continuity 
of the nonlinear operator associated with the non­
linear integral equation under study. Then, in Sec. IV 
we present the central result of this investigation in 
the form of an existence theorem of Eq. (16). Various 
aspects of this result are discussed in Sec. V, and 
several comments are made regarding the relation­
ship between our results and those obtained by 
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Ruelle. 9 Finally, a summary of the A2, At, A3, and A2 
conditions, useful in discussing the "growth" of non­
linear functions, is presented in the Appendix. 

n. THE COMPLETE CONTINUITY OF THE KERNEL 

We begin our discussion by examining those condi­
tions which must be satisfied in order that the kernel 
be completely continuous. Let us associate with the 
kernel the following operator: 

The theorem which will serve as the basis of our dis­
cussion can now be stated. 

Theorem 4.1.' Let M(u) be an N function, and let 
its complementary N function, N(v), satisfy the A' 
condition. If K(R1, R 2) E EM that is, if 

(22) 

for aU a, then the operator Sf acts from L; to L~ and 
is completely continuous. 

In the inequality (22), V refers to the (finite) volume 
in which the system is contained; more precisely, it is 
a bounded, closed set in a finite-dimensional space. 
As noted in the preceding section, the A' conditions, 
as well as the other A conditions used below, are 
defined in the Appendix. 

As one example of an N function whose complementary 
N function satisfies the A' condition, we cite M 2 (u) and 
N 2 (v), Eqs. (8a) and (8b), respectively. Also, we note 
that even though the complementary N function cor­
responding to the N function [M3(u) = e u2 

- 1] cannot 
be written down explicitly, it can be demonstrated 
that N3 (v) satisfies the A' condition by using the pro­
perties of M 3 (u). For these two cases, if IK(Rv R 2)1 
is finite on V x V, then condition (22) is satisfied. 

Let us now consider the kernels introduced in Sec.!. 
For convenience, we shall discuss the Kirkwood­
Jancovici kernel first. Equation (19) can be written 
in the form 

KK.J(Rt.,R2 ) = (3z J: d~ U(R12)g(2)(R12' ~). (23) 

We will assume that u(R12) ~ 00 as R12 ~ O. From 
the theory of distribution functions, 10 it is known that 

g(2)(R 12'~) ~ exp[- ~u (R 12)/kT], 

and so in the limit R 12 ~ 0 it is reasonable to con­
clude that the product 

is dominated by the exponential term. That is, we 
conclude 

lim u(R12)g(2)(R12~) = O. 
R 12-+O 

We next assume that u(R 12) ~ 0 as R 12 ~ 00. In the 
Kirkwood-Jancovici approximation, the liquid pair­
correlation function is chosen to fix the kernel, and 
for this choice g(2)(R 12) approaches unity in the limit 
R12 ~ 00. Obviously, for this case 
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If instead a pair-correlation function characteristic 
of a periodic phase is chosen to fix the kernel, then 
g(2)(R 12' ~) will oscillate with increasing R 12' As long 
as the amplitude of g(2)(R12'~) is bounded, however, 
condition (22) will be satisfied. In the case of inter­
mediate R 12 , that is, 0 < R 12 < IX) , it is necessary to 
impose the Ruelle-Fisher boundll to insure compli­
ance with (22). Briefly, we require that 

U(Rv " .,Rn) = ~ u(Ri)? - nB, (24) 
1.; i<j"n 

for some B ? 0 and n = 1, 2, 3, .. '. This bound is 
necessary if we wish to discuss real, physical systems 
since otherwise an infinitely deep potential well might 
exist, and the whole system would collapse. Con­
dition (24) is a lower bound on u(R12)' and since for 
finite u(R 12) ,g (2)(R 12' 0 is finite, we conclude that 
the product 

is bounded for intermediate R 12' Given these 
remarks, we conclude that the kernel KKJ is finite on 
V x V. Since the inequality (22) is then satisfied, we 
can state that the Kirkwood-Jancovici kernel is com­
pletely continuous on some Orlicz space. 

In studying the Green kernel (20), we consider explicit­
ly a potential that can be represented in the form 

(25) 

where m > n ? 1 and a > 0, b > O. By constructing the 
derivative corresponding to (25), it is seen that in the 
limitR12 -) O,u'(R1Z) ~- 00. However, by the same 
argument as above, g (2)(R 12) should dominate u' (R 12) 
in this limit, and so we conclude that 

lim u'(R12)g(2)(R12) = O. 
R12->O 

Turning next to intermediate values of R12, we note 
that the potential (25) attains its minimum value when 

and 

(bn\ m':!n (bn\ mn..n 
min{u(R12)} = a~am} - b~{mi} • (26) 

The derivative u'(R12) constructed from (30) has as 
its maximum value, 

m+l 

{ '} ! bn(n + 1) \ m-n 
maxu (R12) =-am~am{m + 1}J 

n+l 

I bn(n + 1) \m+n 
+ bn\am(m + 1)} . (27) 

Hence, by considering a potential for which the 
Ruelle- Fisher bound is satisfied, we have the product 
u' (R 12)g(2)(R 12) bounded for intermediate values of 
R 12' Finally, we consider the case R 1Z -) 00. If in the 
relation (20J we choose a liquid pair-correlation 
function, g ~ (R 12) then in the limit R 12 ~ 00, 

g(2)(R1Z) -) l,and so u'(R 12)g(2)(R 12) ~u'(R12)' But 

( 
1 \ m+1 I 1 V+1 

u'(R12) =-am R
iZ

} + bn\R
12

} 



                                                                                                                                    

APPLICATION OF THE THEORY OF ORLICZ SPACES 55 

goes to zero at least as fast aSR~~, so J"" u'(Rl2 )dR l2 
converges. The above argument stmaholds if we 
choose a periodic pair-correlation function, provided 
the amplitude of g (2)(R.12) is bounded. Thus, in any 
case, we conclude that 

FO dru'(r)g(2)(r) 
R12 

is finite on V x V and the condition (22) is satisfied. 

The conditions which must be satisfied in order that 
the Brout kernel be finite on V x V can be establish­
ed easily, given the arguments presented in the pre­
ceding paragraphs. Furthermore, the first term in 
(17), j3zu (R.12)g (2)(R. 12)' is similar in structure to the 
Kirkwood-Jancovici kernel which is finite on V x V. 
The second term in (17) may be written as 

Provided we impose the Ruelle-Fisher bound, this 
term is also finite on V x V for all values of R 12' 
so that p (2)(R. 12) < <Xl. 

m. COMPLETE CONTINUITY OF THE NONLINEAR 
OPERATOR 

We shall associate with the nonlinear function appear­
ing in Eq. (16) an operator f defined by 

f<l>(R.) == exp[<I>(R)]. 

We note further that the integral appearing in this 
equation can also be associated with an operator 

W <I>(R 1 ) == 1 K(R v R2 ) exp[<I> (R2 )]dR2 v 
so that. 

9( == Sf f. 

(28) 

(29) 

We will assume that the nonlinear function appearing 
in Eq. (16) can be characterized by the following in­
equality: 

Il[R, <I> (R)] I.; b(R) + G(i<l> /), 

R E Vl - <Xl < <I> < <Xl, (30) 

where we specify that G(<I» is continuous and mono­
tonically increasing for <I> '" 0 and b(R) '" 0 is a mea­
surable function. In order to insure the complete 
continuity of the operator W, it will be necessary to 
require that f is continuous and bounded and 
f : L! -) L; and the operator Sl: is completely contin­
uous and Sf: L; -) L!. Then

i 
for t~e full nonlinear 

operator, we have that 9! : LM -) LM and has a bounded 
norm; that is, if e is the null vector, then 

(31) 

where TpnM refers to a sphere around e with radius 
p of the space Ltr and c is a constant which depends 
only on the functions b(R) and G(<I», and the number a, 

(32) 

As is indicated in Ref. 2, these conditions will all be 
satisfied if 

N[iJG(v<l>)) .; M(<I» (33) 

for large <1>, where 11, /I > O. In the case that f is 
strongly nonlinear, G should increase faster than a 
power function. Thus, by the inequality (33), the N 
function M(u) should grow faster than a power func­
tion. Such N functions, generally speaking, satisfy the 
~3 or ~2 condition (see Appendix). 

We now state explicitly, in the form of two theorems, 
the (sufficient) conditions for which the nonlinear 
operator 9( can be shown to be completely continuous. 

Theorem 4.4: Let the following conditions be 
satisfied: 

(a) For aU a, let 

11 M[aK(Rl> R 2 )]dR1dR2 < 00, 
V V 

where M(u) is some N function which satisfies the ~3 
condition and where the complementary N( v) satisfies 
the ~' condition. 

(b) Let the functionf(R, <1» satisfy the inequality 

If(R, <1»1 .; b(R) + G(I4>I), R E Vl -00 < 4>< 00, 

where 

1 Ib(R) IM(-1) (lb(R) l)dR < 00 
v 

and G(<I» is continuous and monotonically increasing 
for <I> '" O. 

(c) Let a constant y exist such that for large 4> 

G(y<l» .; M(<I». 

Then, the operator 9( = Sl: f is completely continuous 
in some sphere of the space L;. 

Theorem 4. 5: Let the following conditions be 
satisfied: 

(a) For all a, let 

11 M[ aK(Rl,R2»)dRldR2 < 00, 
v v 

where the N function M(u) satisfies the ~2 condition. 

(b) Let Condition (b) of Theorem 4.4 hold. 

(c) Let an N function Q(u) exist such that for large u 

c[ Q(<I»] .; M(<I», 

Then, the operator 9( is completely continuous in the 
whole space L! . 
The difference between the conclusions of the two 
theorems is that Theorem 4.4 establishes the com­
plete continuity of 9( in some sphere, say Tp (e)M' of 
the space L~ while Theorem 4. 5 gives complete 
continuity of 9( in the whole space L ~. Although both 
theorems can be applied to establish the existence 
of at least one solution to the integral equation under 
study, it is sometimes more convenient to have com­
plete continuity in the whole space LM *. 
Let us now consider these theorems, one at a time, 
starting with Theorem 4. 4. To apply this theorem, 
let M(u) = e1ul - lui - 1. 

It is easy to show that M(u) satisfies the ~3 con­
dition, and that the complementary N function N(v) 
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satisfies the ~' condition. From the arguments pre­
sented in Sec. II, Condition (a) is satisfied for all the 
kernels. Now, let b(R) '" 0 and G(<I» = exp[<I>], then 
clearly 

if(R,<I>(R))1 ~ b(R) + G(I<I>I) 

and 1 Ib(R)IM(-lJ(lb(R)I) < co, 
v 

since M(-l)(O) = O. Thus, Condition (b) of Theorem 
4.4 is also satisfied. Now let y ::;: ~; then, 

C (y<l» ::;: exp [;] ~ exp[ 1<1>1] - 1<1>1 - 1 for large <1>. 

Therefore, Condition (c) is also satisfied, and hence 
the conclusion that 1)( is completely continuous in 
some sphere of the space L~, for M (u) = e lul_ I u 1- 1. 

Turning to Theorem 4. 5, let 

Then M(u) satisfies the ~2 condition, and from Sec. II, 
we conclude that Condition (a) is satisfied. If we 
identify b(R),G(4» as before, then Condition (b) of this 
theorem is also satisfied. Finally, let Q(u) ::;: ~ I U 12. 
Then, 

G[Q(<I»]::;: exp[I~12J ~ eq,2 -1 for large 4>, 

and Condition (c) of Theorem 4.5 is satisfied. There­
fore, we conclude that 1)( is completely continuous in 
the whole space L ~, where 

M(u) = e u2 
- 1. 

IV. EXISTENCE OF SOLUTIONS OF THE NON-
LINEAR INTEGRAL EQUATION 

We begin this section by recalling that the complete 
continuity of the operator ~( can be used to establish 
the existence of solutions of the integral equation 
under study. From the preceding sections we have 
the result that the operator ~( is completely continu­
ous in some sphere, say Tp(e )M' of the space L ~. In 
order to cast our integral equation into standard 
form, let us identify 

~t = ~ St', 
and 

m = St'l, 

(34) 

(35) 

where (3z = - x. With these definitions, the integral 
equation (16) can be written as 

(36) 

The complete continuity of I)( implies the complete 
continuity of m. Therefore, 

sup \\~(<I>I\M =d, (37) 
4>ETp(e) 

where d is some constant. NOw, let 0 < ,\. ~ ~; then, 

sup IIm<l>iiM 
4>ETp(S) 

= sup Ilxm<I>ilM ~ Ix I sup \\m<l>l\ ~ p. 
4>ETple) 4>ET pee) 
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(38) 

Thus, for 1,\.1 small enough, the operator 1)( is com­
pletely continuous, and 1)( : Tp(e)M --7 Tp(8)M' We recall 
from Schauder's fixed point theorem that if the 
operator I)( is completely continuous and maps the 
sphere Tp(e)M into itself, then there exists at least 
one solution of the associated equation, Eq. (36), in 
Tp(fJ)M' This, in turn, implies that there exists at least 
one solution of the nonlinear integral equation for the 
singlet distribution function, Eq. (16). 

It should be noted that the use of different p in the 
above condition on existence allows different upper 
bounds on the parameter 1 X I. If we apply Theorem 
4.4, the variation of p is bounded by the theorem it­
self. On the other hand, by applying Theorem 4.5, p 
can take on any finite value such that 1)( is completely 
continuous in Tp(e)M' Therefore, in searching for an 
upper bound in X that still guarantees the existence 
of a solution, we may be able to formulate a more 
favorable upper bound using Theorem 4. 5, since there 
exists a larger range of ~ for which the existence of 
at least one solution is insured. 

The physical interpretation of this result may now be 
stated. Since, {3 = 1/1lT and z~density, the condition 
that {3z be small enough means that the system is at 
high temperature and/or low densities. Under these 
conditions, the integral equation for the singlet dis­
tribution function has at least one solution. This re­
sult may be compared with the one obtained by 
Ruelle9 in his analysis of the Kirkwood-Salsburg 
integral equations. Further comment on this point 
will be deferred until the following section. 

V. DISCUSSION 

In this paper we have discussed the conditions which 
must be satisfied in order to insure the existence of 
at least one solution to a particular integral equation, 
Eq. (16). Our interest in this equation was stimulated 
by the observation that regardless of whether one 
started from the BBKYG hierarchy or from the grand 
partition function and used a variational approach, the 
integral equation obtained for the singlet distribution 
function could always be cast into the Hammerstein 
form with an exponential nonlinearity. The kernel in 
the Hammerstein representation was found to depend 
on the particular approximation scheme used to effect 
closure. Hence, the point of view was taken that if one 
hoped to infer general results on thermodynamic 
systems from a study of approximate equations for 
the singlet distribution function, it was inadmissible 
to weaken the exponential nonlinearity. The various 
kernels which arise have a certain overall similarity 
in structure in that an intermolecular potential 
energy function is always multiplied by a pair-cor­
relation function, and it is this feature which allows 
one to prove the condition on complete continuity of 
the associated operator Sf , provided one assumes the 
Ruelle- Fisher bound. The overall framework within 
which this problem was studied was that provided by 
Krasnosel'skii and Rutickii, namely the theory of 
Orlicz spaces, and in this paper we have focused on 
that part of the theory which deals with strongly non­
linear functions. 

It is to be noticed that in choosing the M (<I» used in 
Theorems 4.4 and 4.5, there is a tradeoff between 
the "good" properties of Sf and those of f . That is, in 
establishing the complete continuity of Sf, we want 



                                                                                                                                    

APPLICATION OF THE THEORY OF ORLICZ SPACES 57 

M (~) to be small for large ~, whereas in establishing 
the continuity and boundedness of f ,we want M(~) to 
be large for large ~. In our problem, the strong non­
linearity of f requires that M (<l» grow faster than a 
power function, and, as a consequence, we cannot 
relax the strong restrictions on the singularities of 
the kernel. Of course, if one is willing to consider the 
case that M (~) grows slower than a power function, 
then far more general results than those obtained in 
Sec. IV can be proved. For example, one can prove 
that the existence of a solution of A ~~ == <l> is 
guaranteed for all A. However, the weakening of the 
nonlinearity leads to equations which, though more 
tractable, may have nothing to do with statistical 
mechanics. 

There is, of course, one approach that can be pursued 
in order to obtain more general conditions on exist­
ence, and possibly on uniqueness as well. That app­
roach is to restrict even further the singularities of 
the kernel. For example, if we restrict the kernel 
to be symmetric and positive definite, then the follow­
ing theorem2 can be proved: 

Theorem: Let the symmetric, positive definite 
kernel satisfy the condition 

€ > 0. 

If(R, ~) I ~ b + ea<P, Q' > 0, REV, - <Xl < ~ < <Xl, 

If Ao is the largest eigenvalue of the self-adjoint 
operator 

and 

REV, - <Xl < ~ < <Xl, 

where a < 1/A 0 and b > 0, then the equation 

~ ~K(Rl>R 2)[l(R 2' «R2»] dR2 == ~(Rl) 
has at least one solution ~o(R) which satisfies the 
condition 

J. exp I ~o (R) I dR < ct), 
v 

In terms of Eq. (16), this result states that if one of 
the kernels, Eqs. (17), (19), (20), or (21) can be proved 
to be symmetric and positive definite, and in addition, 
satisfies the conditions on complete continuity stated 
in Sec. IT, then there exists at least one solution <J>(R) 
such that 

1. J. p(R)dR < <Xl. 
Z v 

Since, for realistic potentials, the kernel will have 
both positive and negative parts depending on the 
range of R 12 under study, it is clear that this theorem 
is probably too restrictive. In fact, using the Brout 
kernel and choosing u(l)(R 12 ) to be a "soft" repulsive 
potential and g(2)(R 12) to be the pair-correlation 
function for a system of hard spheres, this result 
amounts to saying that there exists at least one solu­
tion to the nonlinear integral equation for the singlet 
distribution function for a system interacting with 
purely repulsive forces. 

In assessing the theoretical results presented in this 
paper, it is well to keep in mind that the paucity of 
more general theorems on the existence and unique­
ness of solutions of the nonlinear integral equation 
(16) for systems interacting with realistic potentials 
is a reflection of the fundamental work that has yet to 
be done in developing the basic theory of Orlicz 
spaces. For example, the integral equation for the 
Singlet distribution function could be studied only if 
V represented a bounded, closed set in a finite-dimen­
sional space, that is, for a system of molecules en­
closed in a finite volume. To the best of our know­
ledge, nothing whatever is known, either in the theory 
of Orlicz spaces or in the simpler theory of LP 
spaces, on the existence properties of nonlinear equa­
tions for measure ,.,.(V) = ct). 

Finally, we comment on the relationship between the 
work presented here and the results obtained by 
Ruelle9 in his study of the Kirkwood-Salsburg inte­
gral equations. In the paper of Ruelle, the integral 
equations studied are essentially linear, whereas those 
investigated here are nonlinear. In both cases, it has 
been found possible to introduce a well-defined norm 
on a Banach space (here, an Orlicz space). Because 
his study deals with linear integral equations, Ruelle 
can prove uniqueness as well as existence, whereas 
here only existence of solutions can be established. 
Furthermore, because of the way the problem is for­
mulated, it is not necessary for Ruelle to introduce a 
closure, that is, an apprOximation for decoupling the 
hierarchy, whereas for the various representations 
studied in this paper, this was necessary. It is in this 
sense that the integral equations studied in this paper 
are apprOximate, while those studied in Ruelle'S 
paper are not. 

In view of the above remarks, it might well be asked 
why it was necessary to go to a more difficult theory, 
i.e., nonlinear integral equations defined on Orlicz 
space, when an essentially Simpler theory, linear 
integral equations defined on a Banach space, yields 
exact results on existence and uniqueness. This 
question might be answered in several ways. First 
of all, as Ruelle implies, it is difficult to see how his 
bound on fugacity which gives existence and unique­
ness can be generalized to higher densities and lower 
temperatures, whereas using the theory of Orlicz 
spaces at least there exists a mechanism for general­
izing the bound obtained on Eq. (16); one searches for 
a functionM(u) for which a "tradeoff" between "good" 
and "bad" properties of kernel and nonlinear function 
can be effected. Secondly, several workers have taken 
the point of view that a phase transition can in some 
sense be analyzed by considering changes in the solu­
tions of certain nonlinear integral equations derived 
from the BBKYG hierarchy.12.13.5 In particular, one 
considers the possibility of bifurcation of solutions 
of Eq. (16) corresponding to certain eigenvalues of 
the kernel. The phenomenon of bifurcation for com­
pletely continuous kernels is a property that is rest­
ricted to nonlinear equations, and hence it would 
appear that the linearized system of equations studied 
by Ruelle might not be the best framework for in­
vestigating the general theory of phase transitions. 
Finally, in view of our observation that the dependence 
of pressure on density for physical systems, Fig. 1, 
essentially defines an N function, it is possible that 
relationships between thermodynamics and the under-
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lying statistical-mechanical theory might be clearly 
displayed if one insisted on working in a Banach 
space appropriate to both classes of problems, that 
is,Orlicz space. It is this program of research 
which will be pursued in a forthcoming publication, 
wherein the algebraic aspects of thermodynamic 
theory will be developed using the theory of N func­
tions. 

APPENDIX 

Let Ml(u) and Mz(u) be N functions. We write 
Ml(u) < Mz(u) if there exist positive constants U o and 
k such that 

Ml (u) ~ Mz(ku), 

Two N functions Ml (u) and M2 (u) are said to be equi­
valent) 

M 1 (u) - M 2(u), 

if M1(u) <M2(u) andM2 (u) < M1(u). 
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In this paper we investigate the stochastic ordinary differential equation u" + k~[1 + Ey(t»)U = 0 with y(l) a ran­
dom process. Two specifiC types of process y(!) are considered. Both of these arise from a bounded mapping 
y(t) =f(x-(t» of a countable state space Markov process x(I). Exact equations are derived for the statistical 
moments of u(t), and the behavior of the first two moments is discussed in the limit of small E. A description 
of the layered media to which our results apply is given and a comparison of our exact results with ceFtain 
perturbation methods is made. 

I. INTRODUCTION 

In this paper, we will determine the statistical mo­
ments of the solution matrix U(t} = [u iJ (t)], i ,j = 1, 2, 
of the initial value problem 

dU dt =A(t,€)U, t E: [0,(0), €> 0, U(O) =12' (1) 

where 12 = [Oij], A(t, E) == {OnOj2 - k5 [1 + €y(t}] 
0i20'l}' 0ij is the Kronecker delta,andy(t) is a sto­
chaitic process. The particular type of stochastic 
process which we will consider has the form y(t} = 
f(x(t)), where x(t) is a countable state space Markov 
process and f is a real valued function which is perio­
dic in the following sense. H {ao' a l , a2 ' ••• } is the 
set of possible values for x(t),.then there exists an 
integer M> Osuch thatf(ak+M) =f(a k) for all k = 0, 
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1, 2, . .. . In this case, the range of y is a finite set of 
real numbers {b o' b l' b2 , ••• , bM- l } , where the bk = 
f(a k) are not necessarily distinct. 

For x(t) a finite state space Markov process, Eq. (1) 
has been studied by McKenna and Morrison. 1 ,2 In 
Sec. II we use their results to derive partial differen­
tial equations for functions Gk(U, t),k = 0,1, ... ,M-
1, where Gk(U,t)dull .•• dU2j = Prob{uij < u j .(t) < 
uij + dUij'i,j = 1, 2,y(t) = bk • For a general count­
able state space Markov process these equations con­
tain additional unknown functions, but we have found 
two types of process (which we call types I and II) for 
which the G k can be determined. 

The principal results of the paper are obtained in 
Sec. III. In this section we derive the equations satis­
fied by the statistical moments of U(t) when x(t) is a 
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type I or II process, and we study in detail specific 
examples of each type of process. For each of the 
processes studied, we determine explicitly the behav­
ior of the first two moments of U(t) in the limit of 
small E, and we compare these results with those ob­
tained by various perturbation techniques. 

Equation (1) is, of course, equivalent to the second 
order ordinary differential equation u" + k~[l + Ey(t)] 
U = 0 with the initial conditions u(O) == 1, U (0) = 0 or 
u(O)::: 0, ul(O) = 1. Assuming t has dimensions of 
length and letting kg ::: w 2 /c 2 , where c is the velocity 
of light, we can interpret U as the spacial part of the 
time harmonic (circular frequency w) electric field 
in a one-dimensional random medium with refractive 
index n 2(t) = 1 + Ey(t). Since y(t) can take only a fi­
nite set of values, the medium is composed of layers 
of random thickness. The particular example of the 
type I process which we treat in detail in Sec. III cor­
responds to a medium in which the refractive index of 
the layers alternately increases and decreases by in­
crements E between the extreme values 1 - ~ EK, 1 + 
~ EK , where K is a positive integer and !vI = 2K. The 
graph of n 2 (t), therefore, looks something like a jagged 
random sine wave. The type II process which we study 
corresponds to a medium whose refractive index is 
bounded by the values 1 ± EK' (where K' is a positive 
integer and M = 4K'), alternately increases and de­
creases by increments E between extreme values that 
on the average decrease with increasing t. The graph 
of n2 (t) in this case resembles a jagged, randomly 
damped, random sine wave. 

II. GOVERNING EQUATK>NS 

We first consider the definition of the stochastic pro­
cess y(t) appearing in Eq. (1). Let x(t) be a countable 
state space Markov process defined for t E. T = 
[t 0' C1;), to <:; 0, and assuming values in an arbitrary 
set s::: {a/ j E. J}, where J is Z+ ::: {o, 1,2, ... } or 
Z = { ... - 2,- 1,0,1,2, ... }. All distribution func­
tions of x (t) are completely determined by the initial 
distribution 3 

(2) 

and the conditional probabilities that x (t 2) ::: a
J 

given 
that x(t 1 ) ::: a p to <:; t1 <:; t2 , which we denote by 

It is convenient for our purposes to assume that the 
probabilities PiL?efining the process x(t) arise in the 
following way. We suppose that there exist quantities 
A iJ (t) satisfying 

Ai)(t)? 0, i '" j, Aii(t) <:; 0, 

:6 Aik(t) = 0 for every t E T, 
kEJ 

and for t::..t ~ ° we define 

P ii(t, t + t::..t) ::: 1 + Aii(t)t::..t + O(t::..t), 

P)k (t,t + t::..t) ::: A)k(t)t::..t + O(t::..t). 

(4) 

(5) 

(6) 

(7) 

Then, assuming that the Aii(t) are bounded, it is shown 
in Feller4 that Eqs. (6) and (7) together with the 
Chapman- Kolmogorov identity uniquely determine 

the probabilities Pij (t 1,t2). In addition to Eqs. (4) and 
(5) and the boundedness assumption, we shall require 
that the Aij(t) satisfy 

Aj)t) ::: A(i - j ,t) 

and that there exist nonnegative integers L and N 
such that 

Ajj(t) '" ° only for - L <:; i - j <:; N. 

Given a Markov process x(t) whose state space is 

(8) 

(9) 

S = {aj , j E J} ,we define the stochastic process y (t) 
as follows. Let f be a real valued function defined on 
S and assume that there exists a positive integer !vI 
such that/(ak +M ) :::/(ak), kE. J. Now, let y(t) =/(x(t)), 
t E T. Then the range of y(t), R == y(T) =/(S) = 
{b o,b1 , ••• ,bM- 1 ;bk =/(ak )} is a finite set and all dis­
tribution functions of yare uniquely determined. In-
dee~, let J j ~enote_eith~r zt : {k E Z~ ;/(ak ) = ~ or 
Zt· - {k E Z,/(ak) - bi},P/t) - JJUEJP;PI/(to,t) -
P x(t) = aj}. Then it is easy to see that J 

p{y(t) == b j } ::::6 p{x(t) == ak} = ~ Pk(t), (10) 
kEJj kEJi 

The process y (t) is, therefore, completely defined by 
Eqs. (10) and (11) for any given A;J(t) satisfying Eqs. 
(4), (5), (8),and (9). We now turn to the derivation of 
the equations for the moments of U(t). 

Let Ej(U, t) be the event (w- set) E (U, t).== {ua8 <:; 

ua6 (t) < uaB + duaB , Cl,(3 == 1,2, x(t) :::: u) and define 

F,(U,t)dul1du21du12du22 = P(E}(U,t)), j E J. (12) 

Using the phase space method of McKenna and Morri­
son 1,2 or the methods described in Frisch 5 it is pos­
sible to show rigorously that the F) are the weak solu­
tions of the partial differential equations 

aFj ~ (j) aFJ '" at + u aav UuB-a- - u Akj(t)Fk = 0, j E J, 
a.B.v~l ucr.8!?(OJ (13) 

where a~~ = Oat 0B 2 - k~[ 1 + E/(aJ ) ]0",20B l' and that the 
Fj satisfy the initial conditions 

Fj(U ,0) :::p}(O)o(u ll - 1)0(u21 )0(U 12 )c')(U22 - 1). (14) 

For completeness, we shall give a brief hueristic de­
rivation of Eq. (13). Let t::..t be positive and consider 
the event E J (U , t + t::..t). This event can occur in the 
following mutually exclusive ways. First, with probabi­
lity 1 + AJj(t)M + o(M),x(t + M) = a. and x does not 
change between t and t + t::..t. In this ~ase, 

, _ 2 (j) 
u",B = UaS(t + t::..t) == uaB(t) + :6 aavUIJB(t)t::..t + o(M), 

v~l (15) 

and we note that the Jacobian I aU~B/aUQV I::: 1 + o(t::..t). 
Second, with probability Akj(t)t::..t + o (t::..t) ,we have x(t) == 
ail' k '" j, x (t + c.t) == uj ' andx changes value just once 
in [t,t + t::..t]. In this case, 

(16) 
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and the Jacobian is 1 + o(At). Third, with probability 
O(At),x changes value two or more times in [t,t + At). 
Expressing Ej (U, t + at) as the union of these events 
and taking probabilities, we find that 

Fj(U,t + At)du ll '" dU22 

= (Fj(U - A(j)UAt,t)[1 + Ajj(t)At] (17) 

+ AtE 1I.kj (t)Fk(U,t) + o(At»)du ll ... dun ' 
kEJ 
Hj 

where A \J) = [a~l]. We obtain the first term on the 
right-hand side of Eq. (17) by using the facts (i) that 
the inverse of the transformation U ~B = 1/1 as (u oJ, 
where l/IaB is given by Eq. (15), is obtained by revers­
ing the sign of At in this equation, (ii) that U as (t + At) 
belongs to an interval laB = (Ua~' Uaf3 + duaB ) if and 
only if UaB (t) belongs to I/I;l (I aB) == JaB' and (iii) that 
p{uaB(t) E JaB' X(t) = aj' x(t + At) = a], x(t) does not 
change in (t,t + At)} = p{uaB(t) E J"'B,X(t) = aj } 
p{x(t + At) = a], and x does not change in (t, t + At) I 
x(!) = a]} = Fj(U - AWUAt,t)[l + AJJ{t)At + O(At)] 
dUll'" dU22' The second term is obtained by simi­
lar reasoning. If we expand F(U - AUJUAt,t) in a 
Taylors series, divide Eq. (17) by du 11 ••• dUn' and 
allow At to approach zero, we obtain Eq. (13). The 
initial conditions (14) are an obvious consequence of 
the definition of F

J 
(U, t) and the fact that U (0) = 12 , 

Since there are an infinite number of F j , Eq. (13) is 
of little practical value. Let us consider, therefore, 
the event 

and define 

Gk(U,t)du ll ••• dU 2 2 =P(E(kJ(U,t» 

= ( I; r;(U, t)\ dUl1 ... dU22' (18) 
JEJk / 

We note that for all j E J k , a~l = b~l = 0,,11562 -
ka(1 + Ebk}Oa215Bl' Hence, summing Eq. (13) over all 
j E J", we obtain 

(JG" aCk at + B b~kl"uuB-a- - SIt = 0, 
a,B.u = 1 UaB 

k =0,1,2, ... ,M-1, (19) 
where 

A similar summation applied to Eq. (14) gives 

Ck(U,O) = q,,(O}O(Ull - 1)0(U21)0(U12)I5(u22 - 1), (21) 

where qk(O) == p{y(O) = b,,} is given by Eq. (10). Equa­
tions (19) cannot, in general, be solved for Gk since 
the Sit are also unknown. However, we have found two 
cases in which S k can be expressed entirely in terms 
of Aij and G/. First, if J == Z+ and N = 0 in Eq. (9},it 
is shown in Appendix A that, for M > L, 

M-l 
Sn = B A(k - n)C" + L; lI.(k - n - M)Gk , 

,,=0 k=M-L+n 

n =O,l, ... L-l, (22) 
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n 

Sn = B A(k-n}G", n =L,L + 1, ... ,M-1. 
"=n-L 

where A(k - n) == Akn(t) = A(k - u,t). Second, if J =:t, 
it is shown in Appendix A that for M > L + N, 

n+N L-n 

Sn = z.; A(m - n}<;m + B A(- m - n}&M-m' 
m~O m=1 

n :=0,1, ... ,L-1, 
a+N 

Sn = B A(m - n)&m, 
m~n-L 

n = L, L + 1, ... , M - N - 1, (23) 
M -1 n-fi;l-N) 

SrI = B lI.(m - n}Gm + B A(m - n + M}Cm , 
m=I1-L 1,,=0 

n=M-N, ... ,M-l. 

In these two cases, therefore, we may determine G", 
k = O,l, ... ,M - 1 as the (weak) solutions of Eq. (19) 
satisfying the initial conditions of Eq. (21). The mo­
ments of U(t) may be calculated from G,,(U,t) using 
the formulas 

(Ua B (t)··· ua B (t» 
1 1 n n 

M-1 

= L; (Ucx B (t)··· Ua B (t))It, CVi'{3i = 1,2, (24) 
It=O 1 1 n n 

where 

(ua B (t)··· ua f3 (t»k 
1 1 n n 

== r:.. Ck(U,t)ua B ••• Ua f3 dUll'" dU22 (25) 
-(X) lIn n 

and where we use brackets to denote statistical aver­
age. Because Eq. (19) is homogeneous in U B' we may 
calculate the nth order moments of Eq. (24) directly. 
In fact, it is obvious that if for each k = 0, 1, ... , M -
1 we multiply the equation for Ck by the (n;3) distinct 
nth order products u" i3 ••• U a 6 and integrate over all 

1 1 n n 

Ull"" 'U22, we will obtain M(n;3) coupled first order 
ordinary differential equations for the M(ni3) distinct 
nth order moments in Eq. (25). The initial conditions 
(ua B (0)··· ua B (0» = qk(O)Oa 8°"-8 •• , 0a 8 for these 

11 nil 11:<2 nn 
equations are obtained from Eq. (21). 

m. APPLICATIONS 

In this section we conSider specific examples of sto­
chastic processes x(t) and y(t) =j(x(t» for which Eqs. 
(22) and (23) are valid. A process for which J :::= Z+, 
N = O,and Sn is given by Eq. (22) will be called a type 
I process. A process for which J = Z and Sn is given 
by Eq. (23) will be called a type II process. 

The class of type I processes which we shall study 
may be described as follows. We take a

J 
=j,j E Z+, 

L = 1, N = 0, A. ii = 11.(0) = - 11., Ai •i +! = 11.(- 1) = 11., 
where A is a positive constant. Then x(t) is the Pois­
son process and P;j (r) == Pij(t, t + r) = 0 for j < i, 
Pij(i) = [(j - i)!]-l (Ar)J-' exp(- Ar) for j ::3 i. We as­
sume that P~ = 0jo' For co~strl:lct~on of the process 
y(t),we take M = 2K,letg(J) =J, J = 0,1, ... ,K, 
g(j) = 2K - j, j = K + 1, ... , 2K - 1, g(j + 2K) = 
g(j), j E Z+,and definejU) =g(j)- !K. The ele­
ments of the set {bo,b l , ••• ,b2K - I } of possible values 
of yet) are bo = - K/2,b i = b2K - i = i - K/2,i = 1,2, 
'" ,K. Various properties of yet) are derived in 
Appendix B. 
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From Eq. (22),we find that So = - .\Co + .\G2K - 1 and 
Sn = .\Cn- 1 - .\Cn, n = 1,2, ... ,2K - 1. Thus, the 
equations for G k are 

ac 
at 0 + £oC o + Hio - ,\C 2K - 1 = 0 

(26) 
aG a / + £ kC k + .\C k - .\C k -1 = 0, k = 1, 2, ... , 2K - 1, 

£ == m 

n 
If we multiply Eq. (26) by n ua .8 . and integrate over 

, ~ 1 " 

Ull' ••• 'U22' we may derive ordinary differential 
equations for the moments 

(1i,{3i = 1,2,k = 0,1, ... ,2K - 1. In fact,we may show 
by elementary manipulation that 

J.n ua .6. £kGkdull ••• dU22 
,·-1 " 

n 

= - l] 0a 1 Ua(k)6 "'a 8 28 a ... ~ 6 
i = 1 ill i-l i-I i i + 1 ...... n n 

(27) 

II 

+ Kk z::; 0a.2 U~~6 •.. a 16·a· 16 1'" a 8 ' 
i::: l' 1 1 1.-1' 1. + L + n n 

and from this equation and Eq. (26) it is clear that for 
each fixed set of values {31,{32"" ,{311 we must solve 
a system of 2K' 211 first-order equations for 
U J")8 "'a 6 ' (1i = 1,2, k = 0, 1, ... ,2K - 1. For n = 1, 
lIn n 

we let l!.a be the 2K x 1 column vector [~~),U~1), ... , 
u~2f-l)] (where ~ indicates transpose) and obtain the 
two vector equations 

U~6 = - DU 16 + .\TU28 , (28) 

where' == d!~t, T = [- oil + 0i,i+1 + Oi!l0j,.2K-l], . 
D = [KiOiJ],l,J = 0,1,2, ... ,2K - 1. The lllihal condl­
tions for Eq. (28) are 

Obviously, Eq. (28) is equivalent to the single vector 
equation 

['\T I] M1 = , 
- D .\T 

U8 = [U 18 ,U26 r, 
(30) 

where I is the 2K x 2K identity matrix. Since M 1 is a 
4K x 4K constant coefficient matrix, Eq. (30) has the 
fundamental solution exp[tM 1]' In order to study the 
behavior of the moments (ua6 (t), we must therefore 
find the characteristic values of !vi l' We will consider 
this problem later in this section and will turn now to 
the development of equations for the higher-order 
moments. 

For n = 2, we define the 2K x 1 column vectors 
Ua 8 a...P. = [U~oJ ex. R, '" ,U!~~I)p']- and use Eqs. (26) 

11~"2 112"2 112'""2 

and (27) to obtain the four vector equations 

U~8 16 = ATU18 16 + U 18 26 + U28 18 , 
12 12 12 12 

(31) 

U~8 28 = - DU 18 18 + ATU 18 28 + U28 28' (32) 
12 12 12 12 

U~8 18 = - DU 18 18 + .\TU28 18 + U26 26' (33) 
12 12 12 12 

U~8 28 = - DU 16 28 - DU 28 18 + ATU26 26' (34) 
12 12 12 12 

with initial conditions 

U a 6 a...p. (0) = Oa 6 ° a... 8 [qO(O),Ql(O), ••• ,Q2K-1(0)]-: 
1 2"2"2 1 1" 2 (35) 

As we have previously remarked, Eq. (1) is equivalent 
to the two initial va~ue problems u; + k~(1 + fy(t)U 8 
= 0, u 6 (0) = 018' u 8 (O) = 028,where u6V) =u I6 (t), 
u~(t) = U2~(t), {3 = 1,2. If we wish to calculate the 
moments \u 8 (t)··· u 8 (t) and (u ~ (t)··· u ~ (t), we 

1 n 1 n 

have to find only U~~ 18 '''16 and U~k~ 26 ... 28 . We 
1 2 n 1 2 n 

shall restrict our considerations to this problem. 
Then, since only the sum U 18 28 + U 28 18 occurs in 

1 2 1 2 

Eqs. (31) and (34) and since the coefficients of U16 28 
1 2 

and U 28 18 are the same on the right-hand sides of 
1 2 

Eqs. (32) and (33), we may sum Eqs. (32) and (33) and 
obtain the system 

V~Y2 =.\TV1Y2 + V2y2 ' 

V~Y2 = - 2DV 1Y2 + .\TV2Y2 + 2V3y2 ' 

V3V = - DV2y + .\TV3v , 
'2 2 ' 2 

(36) 

where ')'2 = ({31'{32)' V 1y = U 18 18 ' V2v = U 1S 28 
2 1 2 'l 1 2 

+ U28 18 V3v = U28 28 . Equation (36) is equival-
1 2 '2 1 2 

ent to the single 6K x 1 vector equation 

[ 

.\T I OJ 
M 2 = - 2D .\T 2I , 

o -D AT 

Vv =[Vv,V2v,V3vr, 
'2 '2 '2 '2 

(37) 

which has the fundamental solution exp[tM2 ]. Thus, 
the behavior of the second moments is determined by 
the characteristic values of M 2' 

The procedures used in obtaining Eq. (37) may be 
generalized quite readily to give expressions for all 
higher-order moments. We define the 2K x 1 column 

t [ (0) (2K-1)]-
vec ors Ua 8 '''a 8 = Ua 8 '''a 8 , ... , Ua 8 '''a 6 ' 

11 nn 11 nn 11 nn 

the n-tuple 'Yn = ({31,{32"" ,(3Il) and the 2K x 1 co-

lumn vectors Vmv =.L;~ a Ua 8 "'a 8 , m = 1,2, 
'n lHl n 11 nn 

.•. , n + 1, where .L; , denotes a sum over all (1i = 1,2 
n 

such that z::; (1i = n + m - 1. Then, if Vy == [V 1 Y , 
i~ 1 n n 

V2v "",Vn + 1 v r,we may show, using Eqs.(26) and 
In ./ n 

(27), that V Y II satisfies 

(38) 

where Mn is an (n + 1) x (n + 1) array of 2K x 2K 
matrices 

Mn = [M i1 ], i,j = 1,2, ... ,n + 1, (39) 
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and 
Mil = ATo i) + ilo j + 1 • j - (n + 1- j)Do i •

J
+ 1 • (40) 

The initial conditions for Eq. (38) are 

V} n (0) = [V 1} n (0), ... , V n+ 1.} n (0) r , 
V.my (0) = ( 6' 0a B 0a. B . ... 0a B ) 

n ('(1" • an 1 1 2 n n 
(41) 

X[QO(0),Q1 (0), ... ,Q2x-1 (O)r· 

Again, the fundamental solution of Eq. (38) is exp[tMn] 
and the behavior of the nth moments is obtained from 
the characteristic values of M n' 

If W
J

, j = 1,2, ... ,n + 1,is ~ 2K x 1 column vector 
and W = [W1' W2 , •.• , Wn+1] is an (n + 1)2K x 1 co­
lumn vector, then, using Eqs. (39) and (40), we see that 
the characteristic value problem Mn W = sW takes the 
form 

W2 = - (AT - sI)W l' 

mWm+1 = - (AT - sI)W", + (n - m + 2)DW",_l> 

m=2,3, ... ,n, (42) 

(AT - sJ)Wn+1 = DWn • 

1n the case n = 1, Eq. (42) is equivalent to the charac­
teristic value problem 

[(AT - sl)2 + D]W1 = 0, (43) 

and for the second, third, and fourth moments we ob­
tain 

[<1~ + 2(<1sD + D<1s)]W 1 = 0, n = 2, (44) 

[<1~ + 3(<1~D + D<1~) + 4<1sD<1s + 9D2]W 1 = 0, n == 3, 
(4S) 

[<1~ + 4(<1~D + D<1~) + 6(<1~D<1s + <1sD<1~) 
+ 16Da sD + 24(<isD2 + D2<1s)]W 1 = 0, n =4, 

(46) 

where as = AT - sl. For arbitrary n, Eq. (42) yields 
a characteristic value problem of the form 
(Pn(<1 s,D)W1 = O,where (Pn is a polynomial of degree 
n + 1,(Pn = <11+1 + n(<1~D + D<1~) + ... ,but we have 
not found the general expression for (P n' We recall 
that D = [KiO; ] = [k~Oi + Ell~biOi)] == k~ + E.B . 
Hence, the sofutions s, W 1 of Eqs. (43)- (46) will de­
pend on the parameter E. For example, substituting 
for D in Eqs. (43) and (44), we obtain 

(47) 

For E = 0 the solutions of these equations [and of 
Eqs. (4S) and (46)] are easy to obtain. In fact, as we 
show in Appendix C, the matrix T has 2K distinct 
eigenvalues TO' T l' ••• ,T2K - 1 , where Tn = fJ n - 1 and 
IJ n are the 2Kth roots of unity, and a corresponding 
set of 2K orthogonal eigenvectors Xo,X l' ..• X 2K - 1 • 

Thus, there are 4K distinct values of s which satisfy 
Eq. (47)jwe denote them by swJ = (- l)aiko + I\.T v ' 

a = 0, 1, /I = 0, 1, ... ,2K - 1. Similarily, there are 
6K distinct solutions of Eq. (48), s<JJ = 2ikof3 + AT v' 
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f3 = - 1,0, 1. A completely analogous result holds 
for Eqs. (4S) and (46) when E == O. 

For E > 0 we have used (see Appendix C) a perturba­
tion analysis to obtain the characteristic values of 
Eqs. (47) and (48). We assume 

00 

W 1 = L] Yn En. 
n=O 

(49) 

Then, substituting Eq. (49) into Eq. (47), we find that 
So takes the 4K values given in the previous para­
graph, that s 1 = 0, and that 

la) -1)-2 
S2 = S2/1 = (4KAko A 

x 2£} [(B v - B )(1 + (-l)a~(B - B )\J-1 
II =0 /1 2k o " /1 J 

4 (Ii - J1.)11) x csc 2K ' (SO) 

where the prime on the summation sign indicates that 
the terms for which Ii - J1. = 0, ±2, ±4, ... are omitted. 
A similar calculation performed with Eq. (48) shows 
that in the case of the second moment So == s~! == 
2ikof3 + AT ", f3 == - 1,0,1, s1 ::::: 0 and that 

2K-1 s2 =s<:t = -ikof\-2(12Ipl-4)-1 ~' 
v-O 

x [01 - I f31 ) - i 2~0 (B v - B /1») (1 - I f31 + (3) 

+ i 2~0 (Bv - BIl »)] -1 (f3 + i 4~0 (B" - BIl ») 

x csc4 ( (Ii ;/)11), (Sl) 

where the prime on the summation has the same 
meaning as in Eq. (SO) 

The expressions of Eq. (49) are readily justified. Con­
sider, for example, the first moment. 1n order to find 
the characteristic values of Eq. (47), we must find the 
roots of the equation F K(E,S) == det[(<1 s + iko/)(a s -

iko/) + EB] == det[a']. Letting Q be the matrix whose 
columns are the characteristic vectors of T , we find 
that (since IdetQI = 1 7c 0) Fx = det[Q*-a'Q] == 
det( diag{[s - (AT" - iko)][s - (AT" + iko)]} + 
E Q* - BQ), where we show in Appendix C that the ele­
ments (X /l' BX u) of the matrix Q* - BQ are zero if J1. = 
II and H( - l)ll-v - 1]k5(2K)-1 csc2 [(J1.- 1I)11(2K)-1] if 
J1. 7c /I. Obviously FK(E,S) is a polynomial in E and s 
is therefore an analytic function of these variables. 
From the last expression for Fx we see that 

FK(O,s) = aI6.1 (s - S~a~). 
1l=0.1 ••••• 2K-1 

ThUS,FK~O, s) has a simple zero at each of the 4K 
points s o~)' By the implicit function theorem for func­
tions of two complex variables 6 there are circular 
neighborhoods Nl.a) (s (a» N(a)(O) of s ::::: S (a) and E = 0 

I! Oil' 11 Oil ' 
respectively,sucn that Fx(E,S) has a unique root S~a)(E) 
in N(a)(s~:) for any given E in Nta)(O) and such that 
s(a)~) is single-valued and analytic on N(a)(o) and 
s~tisfies the condition s~a)(O) = sg']. Henc~,for E in 
N(O) = nN(~)(O) all roots of FK(E,S) are analytic in 
E and thael'expansion of s in Eq. (49) is justified. The 
components of W 1 corresponding to any particular 
root of Fx are determined by Eq. (47), and so it is ob-
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vious that these components are also analytic for t: 

in a neighborhood of ( = 0. 

Let us consider the behavior of the first moments for 
J\ = 1,2 in the limit of small (. In this limit we may 
take s(o)(() ~ s\o) + (2s (0) = (- l)oik + XT + (2 s (0) 

~ o~ 2~ 0 ~ 2~· 

Since Re(T ) < ° for Il .,t 0, all the s(,,)(t:} give an ex­
ponential decay as I -> ex:, with the pd'ssible exception 
of s~")(t:} (recall that TO = 0). For 1\. = 1 we find that 

s~O)(d ~ (- 1)" iko - (2(32rlX(ko/X)2[1 + (X/k o)2r 1 

x [1 + (- 1)"i{X/ko)]. (52) 

In this case y(t) is a random telegraph wave with 
values ± ~ , and E~i (52) shows that the solution cor­
responding to s~'" (E) also decays. This result has 
been obtained by several authors. 2,7 The case 1\. = 2 
is somewhat more interesting. In this case we find 

s~">«() ~ (- 1)"'iko - (2(16rlX(ko/X)2 

x [1 + 4- 1(X/k o)4r1{[I- HX/ko)2] 

+ (- 1)'" i(A/ko)}' (53) 

Equation (53) shows that the solutions corresponding 
to s ~"'> (() decay as t -> 00 if (X/k 0) < .f2 and increase 
exponentially as t -> 00 if (X/k 0) > ..f2. 
It is of some interest to compare the solutions of 
Eqs. (52) and (53) with those obtained by applying per­
turbation methods to the governing equation. For K = 
1 it is well known 2,7 that the first- order smoothing 
approximation 5 predicts the characteristic values of 
s exactly. For K = 2 this method gives a characteris­
tic equation for s which is of the sixth order and thus 
obviously cannot be exact. However, in the limit t:--') 

o two of the roots of this equation correspond to those 
given by Eq. (53), while the remaining roots give an 
exponential decay as t -> 00. The two-time expansion 
of Papanicolau and Keller, 8 when applied to the cases 
K = 1, 2,also predicts the values of s given by Eqs. 
(52) and (53). 

Finally, let us consider briefly the behavior of the se­
cond moments for the case K = 2. In the limit of 
small € we may take s~B)(t:) s= si:~ + €2S~B: = 2ikof3 + 
>"T + ls~B>,where{3=-I,O,1, Il=O,I, ... ,2K-l 
and S~B~ is given by Eq. (51). Again, since Re(T 1') < 0, 
Il '" 0, all the s~B)(E) give an exponential decay as t-> 
00 with the possible exception of s if> (E). For K = 2, we 
find from Eq. (51) that 

s~c:1 = 8- 1>..(k o/A)[1 + 4-1(>"/k o)4r1[1 + 2-1(>"/ko)2], 
(54) 

s~1J = S~~l)* = - 4-1A(k o/>..)2[1 + 4-1(A/ko)4r 1 

x ([1- 4-1(A/ko)2 + 8-1(A/ko)4] + 2- 1i(A/k o)}. 

(55) 
Equation (54) indicates that the second moments will 
increase exponentially as t -> 00. As in the case of the 
first moments, the two-time expansion of Papanicolau 
and Keller predicts the values for s given by Eqs. (54) 
and (55). 

We now turn to a description of a class of stochastic 
processes of type II. We take aj = j, j E Z, L = N = 
1, Ai,Pl = >..(- 1) = Ai-1,1 = A(1) = A, Aii = - 2A, 
where A is a positive constant. We show in Appendix 

D that, for this process,Pj (T) == pi)(t,t + T) = 
exp(- 2AT)1 _i(2AT),where i" is the modified Bessel 
function 9 01 order n. We assume that pO = 6)0. For 
construction of the process y (t), we tak~ M = 2K, 
where J":' = 21\.' andK' = 1,2,3, ... , f(j) =j, ° ~ j ~ 
1\.', f(j) = 21\.' - j, K' + 1 ~ j ~ 21\.', f(- j) = - f(j), 
andf(j + 41\.') =f(j). The elements of the set {b o,b 1 , 

... ,b4K,-t1 of possible values of y(t) are bo = b2K, = 
o and b) = bZK ,_) =j, bZK ,+) = b4K'_j =j,j = 1,2, ... , 
K'. 

If we use Eq. (23) to calculate Sv for the type II pro­
cess described above and substitute the result into 
Eq. (19), we find that 

aG 
at 0 + £oG o - A(G 1 - 2G o + G ZK- 1 ) = 0, 

2G a/ +£vGv- A(G v - 1 - 2G v +&v+1) =0, (56) 

/I = 1,2, ... ,2K- 2, 

aG ZK - 1 , 
-a-t- + £2K-1GZK-l - A(&ZK-2 - 2G ZK - 1 + Go) = 0. 

It is clear from the Similarity of Eq. (56) to Eq. (26) 
that the various order moments of U",B (t) will satisfy 
equations of exactly the same form as we derived in 
the case of the type I process. In fact, the only differ­
ence will be that of 2K x 2K matrix T will be replaced 
everywhere by the 2K x 2K = 4K' x 4K' matrix T de­
fined by 

T = (- 2iij) + iiij-1 + iii,]"1 + 6 i06J •4K'-1 + 6j,4K'-lii)0)' 

i,j =O,l, ... ,4K'-l. (57) 

Thus, the nth moments will be determined by solving 
Eq. (38) with Mn an (n + 1) x (n + 1) array of 2K x 
2K = 4K' x 4K m,!!rices,lvI" = [,Hi)]' i,j = 1,2, ... , 
n + l,and Ali· = ATiij) + iI1i j+l,j - (n + 1- j)D6 jJ + 1 • 

The time beh~vior of the nth moments will again be 
determined by the characteristic values of M n. The 
procedure used for solving this characteristic value 
problem in the case of the type I process may be car­
ried through exactly as before and, in the case of the 
first and second moments, leads to Eqs. (47) and (48) 
with (is = AT - sl. 

The solutions of Eqs. (47) and (48) for E = 0 may b~ 
obtained by solving the characteristic problem for T • 
Since T is a real symmetric matrix, all its eigen­
values, TO' T l' ... , T 4K'-1' are real. However, they are 
no longer distinct as in the case of T. We show in 
Appendix D that 

T u = - Ml - COS(II1T/2K')], 11=0,1, ... ,41\.'-1. 
(58) 

Hence, there are two simple roots, TO and T ZK" and 
2K' - 1 double roots. The system of 4K.' orthonormal 
characteristic vectors X v corresponding to these 
characteristic values is given by Eq. (DI5) of 
Appendix D. 

For 0 < E «1 we determine the characteristic 
values of Eqs. (47) and (48) by assuming the expan­
sions of Eq. (49) for sand WI and using the perturba­
tion analysis given in Appendix C. The details of the 
analysis are slightly different in this case due to the 
fact that T has repeated characteristic roots. For 
example, when we calculate s~C<: for the first moment, 
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we find that because T" = T4J('-I" both c~Z) and c~~h,-I' 
of Eq. (CI4) are undetermined. H~evel:~s2" m~y stlll 
b~ound from Eq. (CI7) since both (X"' BX,,) and (XI" 
BX4/('_,,) vanish. The justification of the perturbation 
expansions can be carried through as before with 
slight modifications due to the existence of repeated 
roots. 

For the first moment we find that 

50 = 5~: = (- l)oiko + XT", a = 0,1, 

Il = 0,1, ... ,41\' - 1 (59) 

(60) 

From Eq. (C 17) and the fact that T, - T" = 
2[cos(vrr/2A ,- cos(lllT/2K')] == 2(cv - c,,),we find 
that 

4/('-1 

S2 =sr: = (8Xk~f 1 ,E' {(cv - c)[1 + (X/kO)2(c" - c,ir 1 

v 0 

x [1- (- I)Oi(X/ko)(cv - C IJ)]<XIJ,BX J2, (61) 

where the prime on the summation indicates that 
terms for which Il + v = O,± 2,± 4, .•. are omitted 
and where the scalar products (Xu,BX) are given in 
Appendix 0, Eq. (016). In the limit of small E, Eqs. 
(59)- (61) show that the characteristic values s},0)( £) 
of E~) (47) are given by 5(O)(E:) == (- l)oiko + XT + 
£25r. As in the case of the type I process,5~O)(E:) 
for J;If. ° lead to exponential decay as t ~ co. For the 
type II ~rocess,however,Eq. (61) shows that s~J < 0. 
Thus, 50")( E) also leads to exponential decay as t ~ co, 
and there is no possibility in this case that the first 
moments will increase with time. 

Turning to the second moments, we find that 

50 = 5 t: = 2ik of3 + A. Tv' (3 = - 1, 0, 1 , 
v=O,I, ••. ,41\'-I, (62) 

SI=O (63) 

and from Eq. (3.25), we obtain 
4J('-l 

52 = 5~~ = [k~(6I(31 - 2)r
1 .E' {[I + (X/ko)2(CIJ - c)2l 

x [(1- l{:ll) + (X/ko)2(~uo~ c)2]}-1 

X {(X/ko)(clJ - cv)[(X/kO)2(c" - c,i + (1 + l{:ll)l 
- i(3[2(1- 1(31) + (X/ko)2(clJ - CJ2j} (X1J,BXv)2, 

where the prime on the summation has the same 
meaning as in Eq. (61). 

If we apgroximate the characterJstic values of Eq. 
(48) bl 5~8)(£) == 2ik o{:l + XTv + £ 5~~, we see that 
Re[5~ )(E)} < 0, v = 0,1, .•. ,4K' - l,and the second 
moments decay exponentially as t -> co. This behavior 
should be compared with the results for the type I 
process (with K = 2) given in Eq. (54) where an ex­
ponential increase was found. 

IV. SUMMARY 

We have determined the statistical moments of the 
solutions to the second order ordinary differential 
equations u" + k~[1 + Ey(t)]U = 0, where Y(t) is one of 
two particular types (lor ll) of stochastic process. 
The two types of process which. we have considered 
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in detail have the common properties: (1) yet) is de­
rived from a countable state space Markov process; 
(2) y (t) is bounded and can take only a finite number 
of values. For the type I process,y(t) oscillates be­
tween its maximum and minimum values, and in the 
interval between two adjacent extreme values y (I) is 
monotonic. For the type II process,y (t) again oscil­
lates but its successive maxima and minima decrease 
on the average. 

Corresponding to the different general appearance of 
the type I and IT processes as discussed above, we 
have found rather striking differences in the behavior 
of the first two statistical moments of the solution 
process of our differential equation. For the type I 
process we have shown that if the ratio X/ko is large 
enough, the first moments may increase exponentially 
as t ~ co, while for the type II process the first mo­
ments always decrease for any value of X/ko' If we 
assume t is a length coordinate, then X/k 0 is essen­
tially the ratio of the wavelength of the propagating 
wave u (t) to the correlation length of the random pro­
cess y (t), and we can interpret these phenomena as 
follows: For the type I process, phase cancellations 
always occur if X/ko is small and the average wave 
always decays, but phase additions may occur for X/ko 
large and the average wave may increase. For the 
type II process, fluctuations of y (t) away from zero 
(long wavelength phenomena) always cause phase can­
cellations and result in decay of the average wave. 
The three-level (K = 2) type I process gave second 
moments which increased exponentially as t -+ co 
while the second moments for the type II process al­
ways decreased. For the type I process we see, 
therefore, that the destructive interference which 
caused decay of the average wave (for X/ko small) is 
always erased when the wave is multiplied by itself 
before averaging. In the case of the type II process, 
fluctuations in y continue to cause the second mo­
ments to decay. 

It is clear that the two problems we have treated in 
detail are directly applicable to the study of the pro­
pagation of time harmonic electromagnetic waves in 
one-dimensional layered media. We hope also that the 
exact solutions we have obtained may be useful in 
testing various perturbation methods for stochastic 
equations. 

APPENDIX A 

In order to derive Eq. (22), we note that for the case 
under conSideration J II = Z; = {v + kM: k = 0,1,2, 
. .. } and therefore 

If alJ == I;:'o FkXkl' ,then since >"klJ = A.(k - Il) is non­
zero only in the range -- L ~ k - Il ~ 0, we find that 

o 
alJ= .E X(m)FI'+m' O~JJ.~L-l, 

m =-11 

o 
alJ = I; >..(m)FIJ + m , Il "" L. 

mo-L 

Sv may be expressed in the form 
00 

L; all = L; Ui/+l/otJ., v =O,l, ... ,M-l. 
IJEZ~ l=O 
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If we assume M > L, we obtain,for 11== 0,1, ... , 
L- 1, 

o 00 0 

Su == .0 A(m)Fu+m +.0 ~ A (m)Fu+LM + m 
m=-v 1=1 m=-L 

o 00 -v-l 00 (AI) 
== .0 A(m)6 Fv+IM+71. + 6 B >..(m)FU+IM+m 

m=-v 1=0 m=-L 1=1 
o -v-l 

== B A(m)Gm+u + E A(m)Gv+m+M 
m=-v m=-L 

and, for II == L,L + 1, ... , 
00 0 0 

S" ==6 B >..(m)Fu+lM +m == r; >..(m)Gu+m• 
z=o m=-L m=-£ 

(A2) 

Equations (AI) and (A2) give Eq. (22) after suitable 
changes of summation indices. 

Equation (23) is derived by similar elementary mani­
pulations. In this case J u == Z~ {II + kM:k == O,± 1, 
±2, ... } and Gv =~~EZ F~ ==l..Ji-=-ooFu+IM' The quan­
tity a /l introduced in theUpreceding paragraph takes 
the form 

00 N 

a = .0 Fk"k/l = B >..(m)F
Jl
+m, 11==0,± 1,± 2, ... , 

I' k=-oo m=-L 

since in this case A k~ == >..(k - 11) is zero outside the 
range - L <; k - 11 <; N. Then,for II = O,l, ••• ,M - 1, 

00 00 N 

Su == .0 a v+IM ==.0 ~ A(m)Fu+IM+",' (A3) 
1=-00 1=-00 m=-L 

We assume that M > L + N and we find, for example, 
that 

So = lfd
oo 

(111 A(- m)F-m+IM + Eo A (m)Fm+IM) , (A4) 

L N 
So = B >..(- m)GM_ m + B ,\(m)G",. 

m=l moO 

Similar calculations give the remaining express­
ions in Eq. (23). 

APPENDIXB 

For a Poisson process x(t) starting at to <; 0, the pro­
bability that x(t) =j, j E Z+,is given by1.0 

p}(t) ==Po}(to,t o + T) = (j!)-I(AT)}e- AT , T == t- to' 
(Bl) 

Thus, for the process y (t) considered in Sec. III, the 
probabilitYlfi(t) that yet) = bi , i = 0,1, ... ,2K - 1,is 
given by 

00 00 

q;(t) == B puCt) =.0 P i +2vK(t).==.0 [(i + 2I1K)!]-1 
UEZ; v=O u=o 

X (AT)i +2 UKe-AT. (B2) 

In order to sum the series appearing in (B2), we in­
troduce the notation en == exp(imr/K), n = 0,1, ..• , 
2K - 1. Then, since B n are the 2Kth roots of unity, it 
is easy to show that 

2K-1 ~ 1 m = 211K 
(2K)-1 Be":,' = ' 

n =0 0, m '1= 211K 
(B3) 

Now we define 
2K-l 2K-l 00 1 

Ho(,x) = (2K)-1 B exp(enx)=(2K)-1 B B -I e::,x m 
n=O n=Om=om. 

(B4) 

00 1 (2K-l ) 
== (2K)-1 Eo m! Ro e::, xm. 

Because of the identities in Eq. (B3), 
00 

Ho(x) = .0 «211K)!)-1 X 2vK• 
11=0 

Comparing Eqs. (B2) and (B5), we see that qo(t) = 
e-ATHo(>"T). 

IT we define 

Hi(x) = f: Hi-1(,x')dx', i = 1,2, ... ,2K-1, 

we find from Eqs. (B2), (B4), and (B5) that 
2K-l 

Hi(x) = (2K)-1 Be;;; exp(enx) 
n=O 

00 
== B [(i + 2I1k)!)-lx ;+2vK, 

u=o 

(B5) 

(B6) 

(B7) 

(BB) 

The expectation value of yet) may be found from Eq. 
(BB). By definition, 

2K-l 
(yet»~ = B biqi(t) 

;=0 

where we use the fact that b i = b 2K -1 == i - K/2, i = 
0,1, ••• ,K. IT we use the identity ~~~lnxn = 
[x(l- xli) - NxN(l- x)](l- x)2,x"t 1, to obtain the 
formula 

K-l 
6 m(B::' + e~m) 

m=1 

l
K(K - 1), II = ° 

=-K , v==2,4, ... ,2K-2, 

K - csc 2(V1J/2K), v == 1,3, ... , 2K - 1 
(BIO) 

we may calculate the sums that appear in Eq. (B9). 
After some manipulation, we obtain 

K 

(y(t)) == - (2K)-Ie- AT ~ csc2 [(2v - 1)1J/2K) 
v=1 

x exp(e2u _1AT). (Bll) 

The joint probabilities qij(tl't2 ) == p{y(t 1 ) = bi ,y(t2 ) 

= b j}, t2 > t l' may be found from 

q;j(t 1,t2) = 6+ 6 + Pv (t 1)Pu/l(t 1, t 2) 
"EZj JlEZj 

== ~ + B .p,,(t 1 )Pru (t 2 - t" + to)' (B12) 
"EZi ~E z} 

Changing summation indices from II, 11 to II, (J == 11- II, 

we may write Eq. (Bll) as 

q;}(t 1,t2) = qi(t 1) 6 Po (t2 - ~. + to), (B13) 
oEZj _

i 

where Zj-i == {j - i + 2aK: (J E Z}. Since Po == ° for 
a < 0, Eq. (BI3) gives 
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Since y (t) can take only K + 1 distinct values i - K/2, 
i =; 0, 1, ... ,K, it is convenient for most purposes to 
use the probabilities Qij(t 1,t2) == p{y(t 1) = i - K/2, 
y(t 2 ) =j - K/2}. These may be obtained in a straight­
forward manner from Eq. (BI4). We have, for example, 

QOO(tl,t2 ) =qo(t 1 )qO(t2 - tl + to)' 

QKK(t 1 ,t 2) = QK(t 1)qO(t2 - tt + to), 

Q;K(t 1 ,t2) = Q;(t 1)QK-;(t2 - t1 + to) 

+ q2K- i Ct 1)qK+i(t2 - tl + to) 

Q Oj (t 1 ,t2 ) = QO(t1)[Qj(t2 - t1 + to) 

+ q2K-j(t 2 - t1 + to), 

QOJ{(t 1,t2 ) = qO(t1)QK(i 2 - il + to)' 

Qi}(t 1 ,t2) = q;(t 1)[qr i (12 - t1 + to) 

+ q2K-i-/t 2 - t1 + to)] 

+ q2K-i(t 1)[qi+j(t2 - t1 + to) 

+ q2K-j+;(t2 - t1 + to»), 

(B15) 

where 1 ~ i ~ j ~ K - 1. The probabilities in Eq. 
(B14) may be used to find the second moment 
(y(t 1)y(t2». By definition this quantity is 

2K-1 
(y(t 1)y(t2» =B b;b}Qi)(t 1 ,t2) 

'.;=0 
2K-1 

= L; ijQij (t 1 ,t2) - (K/2)2. (B16) 
i,j=O 

It is instructive to obtain an explicit expression for 
the second moment in the limit to --7 - 00. In this 
case, it is clear from Eq. (BB) that qi(t) --7 (2K)-1, 
i = 0, 1, ... , 2K - 1 and that Q ij (t l' t 2) depends only 
on s == t2 - t1 . From Eq. (B15),we obtain 

R(s) == (y(t 1 )y(t1 + s» 
K-1 K-1 

=K2QKK + E; n 2Qnn + 2K B nQ nK 
n=1 n=l 

(B17) 
K-2 K-l 

+ 2 2:; E; nmQnm - (K/2)2. 
n=1 m=n+l 

Simplification of the sums appearing in Eq. (B16) is a 
lengthy but straightforward process. USing Eq. (B10) 
we find that 

R(s) = (2K)-2 t exp[- (1-8 2v_1)XS] CSC4~2v- l)~\ 
v=1 ~~} 

(B18) 
For K = 1,2, R (s) is given by the formulas 

R(s) = 4- 1e-2 AS, K = 1 
(B19) 

R(s) = 2- 1e- As cos(xs), K = 2. 

APPENDIX C 

If X = [x O'x 1, ••• ,X2K-1r, the characteristic value 
problem TX = TX for the matrix T = (- Oil + O.,j+1 + 
0iOoJ.2K-1) leads to the equatioris 
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(B14) 

X m - 1 -X m =TX m , 
(CI) 

m = 1,2, ... ,2K-l 

and the characteristic equation 

det(T - TI) = (1 + T)2K- 1 = O. (C2) 

Equation (C2) has the solutions 

Tv=IJu-l, 8v =exp(i1Tv/K), v=O,I, ... ,2K-l, 
(C3) 

and, therefore, TO = 0 and Tv has a negative real part, 
v = 1, ... ,2K - 1. With T = Tv in Eq. (CI) we find 
that 

Xmv = (2K)-1/28-;;-m, m =O,l, ... ,2K-l, (C4) 

and we have normalized Xv = [xO",x1v"" ,X2K-1,1l]­

so that 

(C5) 

where * denotes complex conjugate. It follows from 
the relations 

2K-1 

E; 8r;; = 2Ko vO' 8t = 8- v = 8;;1 
m=O 

that 

Let us conSider the problem M 1 W = S W. We assume 
sand W have the expansion given in Eq. (49) and sub­
stitute these into Eq. (47). Equating the coefficients 
of E a equal to zero, we obtain 

(C7) 

(Cis + ikoI)(a s - ikoI)Y 0+1 
a a 

0+1 
+ I; (.0 sas yl - 2XSo:T) Yo +1-0: 

0: = 1 a+y=o: 

+ B Yo = 0, a = 0, 1, ... , (CB) 

where as = XT - sol. From Eq. (C7) we obtain the 
4K value~ 

(0:) ( 1)0:·/. So ::::sov = - l",O +XTv' 

a=I,2, v=O,1, ... ,2K-1. (C9) 

The characteristic vector corresponding to s~~ is 
Yo =X u ' For a = O,Eq. (C8) gives 

(as + ikol Has - ik oI)Y 1 - 2s 1 (XT - soI)Yo o 0 

+BYo=O. (CIO) 

We set So = s~a:), Yo = X in Ey(C10) and assume 
)l )l -1 

that Y 1 has the expansion Y 1 = C~:Xu in terms of 
v =0 

the complete set of vectors Xu' When these substitu­
tions are made,Eq. (CIO) becomes 
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2K-l 

I; C~:'\(T,,- T,)['\(T,,- T,)- (-l)"2iko~" 
,,=0 

+ (- 1)0:2ik081X/.I + BX/l = 0. (Cll) 

Now,if we form the scalar product of Eq. (Cll) with 
X" and use the fact that {X" ,XV> = I)"", we obtain 

SI =:- (- 1)0: (2ik o)-I{X .. ,BX,,) = 0, 

since 
2.s:-1 2K-l 

(C12) 

(X",BX,,) = k5 .0 bmx;n"xm" == k~(2K) I; b", = O. 
moO m=O 

(C13) 

Thus, the first-order correction to s is zero. For 
II "" Jl, we find 

c~c;/ =: - {'\(T,,- T,)['\(T,,- T/.I) 

- (- 1)a(2iko)]}-1(Xv ,BX,.). (CI4) 

c(O:) is undetermined by this procedure. We turn now 
t6 'the calculation of the second-order correction to s. 
Setting (1 = 1 in Eq. (CS), we obtain 

(as + ikol)«(is - ikol)Y2 - 2s 1(,\T - soI)Yl o 0 

+ [srI - 2s2 (AT - soI)]Yo + BY1 == 0. (CI5) 

In this equation we set So = s~o:~, Yo ==JEtl' s1 = 0, 
y 1 = I;~(lc~'i.)Xv' and we assume that y 2 has the ex­
pansion Y2 = I;~(ldtfJX". Equation (CI5) becomes 

2K-l 
Z; d~(;}'\(Tv - T,)['\(T" - T

Il
)- (- 1)0:2iko}x" 

v=o 
2/(-1 

+ (- 1)a 2ikos 2 X" + L; ~O:JBX" = 0. (C16) 
v=o 

Forming the scalar product of Eq. (CI6) with X ,we 
obtain il 

2K-l 

s2 = s~O:~ = - (2iko)-1 Po c~~)(XI1,BXv)' (C17) 

Using Eq. (CI4) and the fact that (X/l,BX) = 0, we ob­
tain 

2K-l 
s~o:) = (2ik o)-I(- 1)0: I; {'\(Tv - TJ[,\{TfI- T ] 

I-' v =0 ~ j.< 

v:fU 

It is not difficult to show that 

(X ,EX) = H(- 1)/l-v - 1]kj5(2K)-1 csc2 [(Jl- 1I)1T/2K). 
~ (CI9) 

Thus, the summand in Eq. (C1S) is nonzero only for 
II - Jl odd, and since Tv - T j1 = e v - e u ,we can express 
Eq. (CIS) in the form shown in Eq. (50). 

Finally, let us consider the problem M 2 W = sW. 
Using Eqs. (4S) and (49), we obtain the perturbation 
equations 

:Do Yo = 0, (C20) 

where 
:Do = (1s «(:1s + 2ik oI)(G,s - 2ikoI) (C22) 

o 0 0 

(1=1,2, •••. (C23) 

From Eq. (C20) we find that So = s~: = 2ikof3 + '\T/l' 
f3 = - 1,0,1 with the corresponding eigenvectors 
Y~~ =X ,. If we substitute these values into Eq. (C21) 
witn (1 =1'1 and assume Y 1 == L;~(l c~1J2X II' we find as 
before that 8 1 = 0 and that for Jl ¢ II 

cW = - 2['\{Tfl - T,,) + 2iko{1- 1f31 )]-1 

x ['\{T,,- TJ- 2iko{I-If31 +(3)]-I(X",BX
Il
). 

(C24) 
To determine the second-order correction to s, we 
set (1 = 2 in Eq. (C21) and evaluate the resulting equa­
tion for So = s~~, sl = 0, Yo =X/l and Yl == 
I;~(lc~BJXv' Assuming the expansion Y2 == 
Dv17:/d ~IJJ X"' we find 

2K-l 
.0 dJ~)'\(Tv - T,)['\(Tv - T,) + 2iko(l- 1f31 - 2JJ)] 
v=o 

x['\(T,,-T,)-2iko(1-I/31 +JJ)]X" 
2K-l 

+ (121131 - 4)k5S~jl + 2,\ I; c~){l'B + BT)X" 
v=O 

2K"1 

- 4s~~ L; c~~)X" = O. (C25) 
" 0 

Taking the scalar product of Eq. (C25) with X" and 
using the fact that X~ - T = T "X * - ,we obtain 

2K-1 

s2=s~J=-2(121131-4rlk~2 L; ['\(T,,-TIl )-4/3iko] 
v=o 

x C<,!u){X ",BX). (C26) 

If we substitute for c(~! from Eq. (C24) and use Eq. 
(C29), we find that S<:~ may be expressed in the form 
shown in Eq. (51). 

APPENDIXD 

The forward equation for the P Ii (T, t) of the type II 
process may be obtained using the techniques of 
Feller. 10 We find that for Jl, II = O,± 1,± 2, ... , 

a:;v := '\(P~.v+l - 2p,,~ + Pp +1)' p",,(T, T) = O"lJ' (Dl) 

For fixed T and Jl the solution of this set of ordinary 
differential equations for ({J ,,(t) '= p"v(T,t) may be 

, 00 

found by introducing the function Q(s,t) = I) ({J,,(t)x 
lJ--oo 

exp(isll), - 11 "" S "" 1T, i =.J- 1. Summing the equa­
tions f{J~ exp(isv) = A«({Jv+1 - 2({Jv + ((Jv_l)exp(isv) 
over all II, we find that . 

~~=2'\(COS(S)-l)Q, Q(s,T)=ei/l s• (D2) 

The solution of (D2) is Q(s,t) = exp[i/-Ls + 2'\(cos(s)­
l)(t - T)],and it is clear from the definition of Q that 

P",,(T,t) = Q,,(t) = (211)-1 J~1fQ(s,t)-i"sdS. (D3) 

Substituting for Q(s,t) in Eq. (D3) and introducing the 
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change of variables z = e is, we find 

PII,,(T,t) = exp[- 2X(t - T)](217i)-1 

xIr exp[x(t - T)(Z + Z-1)]z-(II-II+ 1)dz 

== C exp[- 2x(t - 1'», (D4) 

where r is the unit circle. The function c in Eq. (D4) 
is just the coeffic~ent of W"-II in the Laurent expan­
sion of 

co 

exp[x(t - T)(W + w-1)] = E w"ln [2X(t - 1'», 
/I =~oo 

where the I" are modified Bessel functions of index 
n. 9 Thus, 

P II 11(1', t) ::: exp[- 2.\(t - 1')]1 "-I' [2.\(t - 1')]. (D5) 

The characteristic value problem for the matrix T 
associated with the type n process is somewhat more 
complicated than that associated with T. If we let 
Dn (x) be the determinant of the n x n matrix 

x 1 0 0 0 0 1 

1 x 1 0 0 0 

o 1 x 1 0 0 

Dn(x) == det (D6) 

0 0 1 x 1 

1 0 0 1 x 

then the characteristic equation for T, det(T - T I) ::: 
O,is just D4./('[- (2 + T» = O. In order to find the 
roots of this equation we shall first find a simple ex­
pression for Dn' Expanding the determinant in Eq. 
(D6) by the elements of the first row and performing 
similar manipulations with the resulting factors, we 
find that 

where A II(X) is the determinant of the n x n tridiago­
nal matrix 

x 1 0 0 0 0 0 

1 x 1 0 0 0 0 

o 1 x 1 0 0 0 (DB) 

An(x) == det 

0 1 x 

Expanding A,,{x) by the first row, we find the relation 

(D9) 

Equations (D7) and (DB) imply that Dn+1 ::: ~"+l -
A,,-l + 2(- 1)",while Eq. (D9) gives the relation AII+l 
- An - 1 ::: X (All - An - 2 ) - (An - l - An - 3 ). Combining 
these two recurrence relations and defining 

(DlO) 

we find that Cn (x) satisfies the recurrance relation 
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(DU) 

Using Eq. (D6) , we obtain,for example,C3 (x) :::x 3 -

3x, C4(x) :::x4 - 4x 2 + 2. Thus,the C" are modified 
Chebyshev polynomials of degree n,9 and we have 

where Tn is the Chebyshev polynomial of degree n. 
The characteristic equation for T is therefore 
T 4/('[- ~T - 1]- 1 =...Q,and this implies that the cha­
racteristic values of Tare 

Tv = - 2[1- cos(lnT/2K')], II ::: 0,1, ... ,4K' - 1. 
(D13) 

The characteristic vectors corresponding to this set 
of characteristic values are determined from the 
equations TX" = T ;X" or 

Xl" - 2X0" + X4K/-l.1I ::: T ~o,,' 

(D14) 

and it is easy to see that Eq. (DI4) leads to the equa­
tions ~j II = Sj-1 (z ")~1" - S;-2(Z )XOII' x4K'-/,1I = 
SJ (Z.,)X 0" - ~j-1 (z ,,)i 1 ,j = 1,2, ... ,2K' ,where z" = 
2 cos(II17!2K') and S are modified Chebyshev poly­
nomials. These equ'ations lead to the following com­
ponents for the normalized characteristic vectors 

XlV = (2K')-l/2 sin(jIl17/2K'), j = 0,1, ... ,4K / - 1, 

1/ = 1,2, •.. , 2K' - 1, 

Xov = - (2K')-1/2 sin(I/17/2K'), 

Xjv = (2K')-1/2 sin({j - 1)1I17/2E '), (DI5) 

j = 1,2, ... ,4K/ - 1, 1/::: 2K/ + 1, ... ,4K/ - 1, 

xjO = (4K')-1/2, x j ,2K'::: (- l)j(4K')-l/2, 

j =0,1, ... ,4K'-1, 

where (XI/'X) = 01111 , 

In order to use the perturbation methods of Appendix 
C, we need to compute the scalar products (X" , BXII ) = 4/(/-1 ,. 

k~ l:; bjxiiiV,where the bi,j = 0, •.. ,4K/ - 1 are 
J =0 

the possible values of the type II process under con-
sideration. In the case J.I. = O,for example, we find 
using Eq. (DI5) that for II ::: 1,2, ... , 2K' - 1, 

(Xo,BXII ) ::: [1- (- l)v[EI sin(~17) + 2 R: j sin(~) l 
Since 

1; j sinje = - d~ (i; cosje) = - ;e( t 1~(cose)\, 
]-1 J-O J-O / 

and since the sum of the first n + 1 Chebyshev poly­
nomials is E~ Tj (x) = H1 + U,,~(x) + U,,(x»), we find 
that (Xo,BX,) ::: [1- (- 1)1I)(4"2K')-lk~ sin(II17/2) 
CSC 2 (1I17/4K'). Similar elementary but rather tedious 
calculations show that (XJl,BX,) ::: 0 for J.I. + 1/ ::: 0,2, 
4, ... and for 1 oS 1/, J.I. oS 2K' - 1 and that for J.I. + 1/ ::: 

1,3,5, .... 
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(XfJ.,BX,) = - (cos(v1T/2K'»-1(X!',BX) = (2v'2i{')-lk~ 
x sin[(/J. + v)1T/2Jcsc2 [(1l + V)1T/4K'], 

1l=0,2K', v = 1,3,5, ... ,2K' - 1, 

(XfJ.,BX) = - (2K')-1k3{sin[(/J. + v)1T/2) 

x cot[(/J. + V)1T/4K'] - sin[(v - /J.)1T/2) 

x cot[(v - 1l)1T/4K')} , (D16) 
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Newman and Penrose have given conditions on the asymptotic form of the Weyl tensor in empty space-time 
that are suffiCient to insure that the space-time is asymptotically flat at null infinity and has the peeling pro­
perty. We give considerably weaker conditions and show them to be sufficient for asymptotic flatness. Under 
the weaker conditions the asymptotic behavior of the Weyl tensor is more general than the case where the 
peeling property holds. The asymptotic dependence on a Suitably defined radial coordinate is given for the 
basiS null tetrad, the spin coefficients, and the tetrad components of the Weyl tensor. 

1. INTROOUCTION 

Many attempts to investigate gravitational radiation 
from bounded sources have been carried out by con­
sidering vacuum space-times asymptotically flat at 
future null infinity .1-4 In these investigations one wishes 
to set initial data which results in solutions possessing 
such asymptotic flatness. Conditions on the initial 
data necessary for asymptotic flatness are not known; 
as a result, one simply looks for conditions on the 
initial data sufficient to insure asymptotic flatness. 
It will be shown in this paper that the conditions 
usually assumed are much stronger than needed. 

Expressed in terms of the components (wo' Wv \.liz. w3 ' 
W 4) of the Weyl tensor with respect to a null tetrad 
(lJl, nJl,mJl,tnJl ), the usual assumptions are 

where til is chosen to be orthogonal to null hypersur­
faces, r is an affine parameter along null geodesics to 
which til is tangent, and the Xi are coordinates5 that 
label different null geodesics. The coordinates and 
tetrad used are more completely defined in Sec. 3. 
With tpese assumptions one can, in particular, estab­
lish the well-known "peeling" result 

A = 0, .•. ,4. 

In this paper it will be shown that if we assume 

where Eo > 0, then 

Wo = O(r-2 -·o), 

\.lI l = O(r-2-. 1), 

W2 = O(r2 -€2), 

W3 = O(r-2 ), 

W 4 = O(r-1 ), 

where EO> "1 > "2' Thus under the weaker hypo­
thesis the "peeling" result is modified, but the space 
is still asymptotically flat in the sense that all the 
lJrs go to zero as r~OO. 

Unfortunately it is not known whether the weakening 
of the conditions is Significant in the sense that it will 
permit a wider class of space-times to be consider­
ed; there may not be any interesting asymptotically 
flat solutions which violate the stronger conditions 
but are permitted by the new, weaker ones. Penrose6 

has given requirements sufficient for a solution to 
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1. INTROOUCTION 

Many attempts to investigate gravitational radiation 
from bounded sources have been carried out by con­
sidering vacuum space-times asymptotically flat at 
future null infinity .1-4 In these investigations one wishes 
to set initial data which results in solutions possessing 
such asymptotic flatness. Conditions on the initial 
data necessary for asymptotic flatness are not known; 
as a result, one simply looks for conditions on the 
initial data sufficient to insure asymptotic flatness. 
It will be shown in this paper that the conditions 
usually assumed are much stronger than needed. 

Expressed in terms of the components (wo' Wv \.liz. w3 ' 
W 4) of the Weyl tensor with respect to a null tetrad 
(lJl, nJl,mJl,tnJl ), the usual assumptions are 

where til is chosen to be orthogonal to null hypersur­
faces, r is an affine parameter along null geodesics to 
which til is tangent, and the Xi are coordinates5 that 
label different null geodesics. The coordinates and 
tetrad used are more completely defined in Sec. 3. 
With tpese assumptions one can, in particular, estab­
lish the well-known "peeling" result 

A = 0, .•. ,4. 

In this paper it will be shown that if we assume 

where Eo > 0, then 

Wo = O(r-2 -·o), 

\.lI l = O(r-2-. 1), 

W2 = O(r2 -€2), 

W3 = O(r-2 ), 

W 4 = O(r-1 ), 

where EO> "1 > "2' Thus under the weaker hypo­
thesis the "peeling" result is modified, but the space 
is still asymptotically flat in the sense that all the 
lJrs go to zero as r~OO. 

Unfortunately it is not known whether the weakening 
of the conditions is Significant in the sense that it will 
permit a wider class of space-times to be consider­
ed; there may not be any interesting asymptotically 
flat solutions which violate the stronger conditions 
but are permitted by the new, weaker ones. Penrose6 

has given requirements sufficient for a solution to 
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have the peeling property, and included in these is the 
requirement that the space-time be conformally com­
pactfiable. Any solution which is asymptotically flat 
in our weakened sense but does not have the peeling 
property must violate at least one of Penrose's re­
quirements. Some indication of the possible signifi­
cance of the weakened conditions can be obtained by 
considering the linearized theory. In that case it is 
clear that asymptotic flatness at future null infinity 
places a restriction on the variety of advanced (in­
coming) radiation fields which are permitted. Re­
placing >¥o = O(r-5 ) by >¥o = O(r-Z-Eo) permits a 
wider class of advanced radiation fields (even among 
those required to have a finite total energy). 

2. TWO LEMMAS 

In the proof of asymptotic flatness for >¥o ::: O(r-2 - € 0) 
given in the next section, two results on the asympto­
tic behavior of solutions of systems of linear ordinary 
differential equations are needed; these two results 
will be stated here as Lemma 1 and Lemma 2. The 
notation F(x) = O(};(x)) means that IFI/g is bounded 
as x ~ 00 and F(x) = o(g(x» means that F/g has the 
limit zero as x ~ 00. 

Lemma 1: Let the complex n x n matrix Band 
the complex column vector f be given functions of x 
where 

E> O. 

Let the n x n matrix A be independent of x and have 
no eigenvalues with a positive real part. Suppose al­
so that any eigenvalue of A with vanishing real part 
is regular (Le., its multiplicity is equal to the number 
of linear ly independent eigenvectors corresponding to 
it.) Then all of the solutions of 

!!1. == (:! + B\ Y + f 
dx x ') 

are bounded as x ~ 00. 

A similar form of this lemma is proven by Newman 
and Penrose. l 

Lemma 2: If d 2 Y/dx2 ::: -QY, where 

and (
0 >¥o\ 

Q = \lio 0) 

and if >¥o = O(r-2 - f
), E > 0, then there exists Y such 

that 

and 
Y = yOx + O(x) 

dY = yo + O(x- f ), 

dx 

where yo is a constant. 

Proof: The second-order matrix equation is equi­
valent to the equations d2Yddx2 ::: - >¥OY1' d2Y2/dx2 

= - >¥OY2' If we put Y1 "" C + id and >¥o = a + ib, 
the first equation is equivalent to d 2c/dx2 = - ac­
bd and d 2 d/ dx2 ::: - b C + ad. Now, by putting dc/ dx ::: 
c1 and (d/ dx) d = d1 , this last pair of equations is 
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equivalent to the first order system of equations 

d (~1) (~~ ~ ~) Gcl) 
dx d::: 0001 d 

dl 0000 1 

+ (- ~ ~ - ~ ~)(~l) 00 00 d . 
-bO aO d1 

It follows, 7 since J«> x I >¥o (x) Idx > 0, that c = o(x), 
d = o(x), c1 "" 0(1), and dl := 0(1), An identical argu­
ment with respect to the quantity Y2 allows us to con­
clude that Y == o(x) and dy/ dx == 0(1). Then d 2 Y/dx2 == 
QY ::: o(x)O(x-2 - f) == o(x-l - E), which implies that 
dY / dx = o(x-<) + yo, where yO is a constant. If we 
define Y == Y - x yo , then dY I dx == o(x-<). Thus 
d(y X-l )1 dx = - CY/ x)1 x + o(x-l-€) and we can apply 
Lemma 1 to each column of iT/x to conclude that 
f/x = O(l),or that Y == O(x). Thus Y = yOx + O(X).8 

3. ASYMPTOTIC FLATNESS 

We use a null tetradl of basis vectors (lu, nu' m,." mil) 
satisfying ll'nl' = - ml'm/i == 1, ll'mJl == nrrn Jl = 0 The 
vector III is chosen as the gradient of nul hypersurfaces 
labeled by the coordinate xO = u so that ll' = u'll' The 
vectors nil' m)!' and nil' are parallelly propagated along 
the geodesics to whiCh III is tangent. The coordinate 
xl is taken to be the affine parameter r, along IJl, and 
the coordinates xi label different null geodesics in 
each null hypersurface. Our tetrad then has the fqrm 
II' - r/ nil - Oil + U6ii + X i 6Jl and mil _ w"Jl + t'{jll - l' - 0 1 i , - vl '> i' 
The gravitational field is given by the tetrad compo-
nents of the Weyl tensor, >¥o :;::: - CllupolllmvlPrno, >¥1 

=-C lllnlJlPm O W ==-C mJlnlJlpm O >¥ :;::: IlUpo '2 Ilupo '3 

- ClllJpomllnvlPno,and >It4 =- C upomllnviiiPno. The 
nonzero spin coefficients form~d from the tetrad are 
defined as 

p = lll;v mllmlJ , 

QI = t (llllvnllmV - mIl1UmJlmY), 

f3 :;::: 1 (ll',vnllrnu - ml/:viiil'rnv), 

T == a + (3, 

v == - n ml'nU, I/IU 
y = ~ (llllvnllnu - mJl)nl'nV), 

jJ.= - nlhVml'mU, 

0= lIlIUr.zllm v , 

A == - n/ilVmJlnfU. 

Intrinsic derivatives with respect to the tetrag (lll, nl', 
mll,mll) are denoted respectively by (D,A, 0, 0). The 
equations that we will need are the vacuum field equa­
tions, the Bianchi identities, and certain equations that 
arise from the existence of the tetrad. Of all these 
equations, we need especially two classes: radial 
equations, which are those that do not contain A, and 
nonradial equations, which are those containing A. 

The radial field equations are 

Dp = p2 + aa, (3.1a) 
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Da = 2pa + wO' 

Det = pet + u{3, 

D{3 = p{3 + Oet + wl , 

Dy = Tet + T{3 + w2 ' 

Dll= T"A + TJl + w3 ; 

the radial Bianchi identities are 

DW l - 6wo = 4pw l - 4etwo , 

DW2 - 5wl = 3pw2 - 2etwl - "AWo' 

the radial equations satisfied by the tetrad are 

Dw =PW+OW-T, 

DU = TW + TW - (y + y); 

The non radial field equations are 

(3.1b) 

(3.1c) 

(3.1d) 

(3.1e) 

(3. 1£) 

(3.1g) 

(3.1h) 

(3.1i) 

(3.1j) 

(3.1k) 

(3. 1m) 

(3.1n) 

(3.10) 

(3.1p) 

a"A - 611 = 2etll + (y - 3y- Jl - iL)"A - W4 , (3.2a) 

011- aJl= YJl- 211{3 + YJl + ~ + "A~, 

&y - a{3 = TJl - all + (Jl- Y + y)f3 + ~et, 

OT - ao = 2Tf3 + (y + Jl - 3y)a + ~P, 

(3.2b) 

(3.2c) 

(3. 2d) 

ap - 5T = (y + ji - jI)p - 2etT - "A 0 - w2 ' (3.2e) 

aet - By = pll - T"A - "Af3 + (y - y - wet - w3 ; 

(3.2f) 
the nonradial Bianchi identities are 

awo - OWl = 4ywo - JlWo - 4TWl - 2f3wl + 3aW2, 
(3.2g) 

aWl - oW2 = llWO + 2yWl - 2JlWl - 3TW2 + 2aW3, 
(3.2h) 

aW2 - oW 3 = 211Wl - 3JllJl2 - 2TW3 + 2{3lJ1 3 + aw4, 
(3.2i) 

aW 3 - olJl4 = 3v w2 - 2yW3 - 4JlW3 - TW4 + 4f3 w4; 
(3. 2j) 

the nonradial equations satisfied by the tetrad are 

ox;-a~i =(Jl+y_yW+X~i~ 

ou-aw= (Jl +.y-y)w +XW- iJ. 

The remainder of the equations are 

(3.2k) 

(3.21) 

Op -oa ='Tp+(!3-3et)a-lJI1 , 

Oet - 6f3 = JlP - "Ao - 2et{3 + eta + f3~ - lJI 2 , 

o"A - aJl = TJl + (a - 3(3)"A - lJI 3, (3.2') 

O~i - a~i = (~- etW + (a - (3)~i, 

ow - i5w = (~ - et)w + (0, - (3)w + Jl - ji.. 

Consider first Eqs. (3. 1a) and (3. 1b). Putting 

P = (~ ;), Q = (~o ~ 0) , 

we can write those two equations as 

dP = p2 + Q. 
dr 

If Y satisfies 

then 

dY =_ PY 
dr ' 

d 2 y = _ QY 
dr2 ' 

and, by solving Eq. (3.3) for P, 

dY 
P= __ y-l 

dr 

(3.3) 

(3.4) 

(3.5) 

satisfies dP/ dr = p2 + Q if Y is nonsingular. But 
we assume that 

(3.6) 

so that Lemma 2 is applicable toEq. (3.4), and we 
can conclude that there exists a Y such that 

Y = yOr + O(r), 

dY = yo + O(r-Eo). 
dr 

(3.7a) 

If we now consider Y == rk (Y - YOr) we see that 

~ Y =!:.- Y + O(rk-Eo) (3.8) 
dr r 

and Lemma 1 is applicable if k :s 0 and k - EO < - 1. 
This allows us to conclude, setting k = - 1 + fp' that 

(3.7b) 

where Ep' < EO and ~ :s 1. Substituting Eqs. (3. 7) into 
Eq. (3. 5), we obtain 

o = O(r-l-Ep), (3.9) 

It follows immediately from Eqs. (3. 1a), (3. 1b), and 
(3. 9) that 

Dp = r- 2 + O(r-2 - cp ), 

Da = O(r-2- cp). 

The asymptotic behavior of ap/axi and ao/ax; is 
found by differentiating Eqs. (3. 1a), (3. 1b) with re­
spect to xi. The resulting equations may be put into 
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a form where Lemma 1 is applicable to the column 
vector 

y1+fp _ .• r1+Ep _. ,r1+fp_. ( op 00 au) 
ax' ax' ax' 

with A = (- 1 + Ep)J. We have then 

ap 00 _ O( -1- f ) - -- r p. 
ax i ' axi 

The asymptotic forms for p and 0 given by Eq.(3. 9) 
and the assumed form for -.JIo, D-.JIo , and (a/ax i ) -.JIo 
allow the radial equations for ~i, a, (3, w, and -.JI1 to be 
written in such a way tha.! Lemm~ 1 is aj>plicable to 
the column vector (r~i, r~i, ra, ra, r(3, r(3, w, W, r 2 + f l 

-.JI1 , r 2 +f l ~1) with 

o .. o 

A =' 

O. 0 
0000 0-1-1 0-1 0 0 0 
0000-1 0 0-1 0-1 0 0 
O. . . 0 - 2 + E1 0 
o . . . 0 0 - 2 + E1 

where E1 :::: 2 and E1 < EO' Then we conclude 

~i,a,(3= 0(r-1 ), 

W = 0(1), 

-.JI1 = 0(r-2 - EI). 

It then follows from Eq. (3.1) that 

D~i,Da,D(3 = 0(r-2), 

Dw = 0(r-1 ), 

D-.JI1 = 0(r-3 - f l). 

After differentiation of Eqs. (3. 1c), (3. 1d), (3.1i), 
(3. 1m), and (3. 1n) with respect to Xi, we can apply 
Lemma 1 and show that 

~ ~j ~ a ~ = O(r-2 ) 
axi 'axi 'ax' ' 

oW = 0(1) 
axi ' 

a-.JI1 _ O( -2-f ) _ - r I. 

ax i 

The results established thus far allow Eqs. (3. 1e), 
(3. If), and (3. 1j) to be written in such a way that 
Lemma 1 is applicable to the column vector (r~, rlJ., 
r 2 + E2 -.JI 2 ) with 

(

0 0 0 ) 
A = 0 0 0 

o 0 E2 - 1 

where E2 < 101 and E2 :::: 1. Then we conclude that 

IJ., ~ = 0(r-1 ), 

-.JI2 = 0(r-2- E2). 
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Equations (3. 1e), (3. If), and (3. 1j) then show that 

DIl, DA = 0(r-2 ), 

D-.JI2 = 0(r- 3 - (2). 

Again we can apply Lemma 1 to the equations re­
sulting from taking a/ax i of Eqs. (3.1e), (3.lf), and 
(3.1j) and show that 

all aA 
ax i ' axi = 0(r-

1
), 

a-.JI2 = 0(r-2 - E2). 
axi 

We next apply Lemma 1 to each of the remaining 
radial equations individually and find 

a-.JI3 -.JI 3 , = O(r-~), 
axi 

a-.JI4 
-.JI 4' ax i = 0(r-1 ), 

'1/ V Xi ~ ~ aXj = 0(1) 
It, 'axi' axi' axi ' 

U au = 0(r1+6) 
, axi ' 

6> 0, 

W3 = 0(r-3 ), 

D-.JI 4 = 0(r-2 ), 

Dy, Dv, DXi = O(r-1), DU = 0(1). 

In order to establish that every solution of the field 
equations that satisfies -.JIo , a-.JIo/axi = 0(r-2 - Eo) and 
W o = 0(r-3 - EO) has an asymptotic form at least as 
strong as that established by applying Lemma 1 to 
the radial equations, it is necessary to show that the 
time derivative (a/au) of all the quantities also has 
such an asymptotic form. To show this, it is neces­
sary to integrate the radial equations for some quan­
tities and obtain explicit r dependence for their lead­
ing orders. We give the results for all the explicit r 
dependence we can obtain without further specifying 
the assumptions on -.JI 0: 

~i = (~iO/r) + 0(r1-fp), 

a= (ao/r) + 0(r-1- fp), 

(3 = «(30/r) + 0(r-1 - Ep) + 0(r-1 - EI), 

W= - TO + O(r-Ep) + 0(r1 - EI), 

y = yO - [(TOaO + "T 0/30)jr] 

+ 0(r-1 - E2) + 0(r1 -.p), 

A = (AO/r) + 0(r-1 - Ep), 

IJ.= (1J.0lr) + 0(r-1 - E2), 

-.JI 3= (-.JIg/r2) + O(r-2 - E2) 

v = vO - [(TOAO + TO Ilo + -q,g)/r] 
+ 0(r-1-Ep) + 0(r-1 - E2), 

Xi = XiO _[(TOfiO + TO~iO)/r] 
+ 0(r-1-.p) + 0(r-1-'I), 

-.JI4 = (-.JI~/r) + 0(r-1- Ep), 

U = UO - (yO + yO)r + O(r-Ep) + 0(r- E2), 

(3. lOa) 
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where a~ (~iO, a O, (30, etc.) = O. Note that the use of 

TO = aO + {30 and of T, w, and I' as given by Eq.(3.10) 
has enabled us by integration of Eq. (3. 1p) to find that 
U falls off faster than the asymptotic form for U 
found by application of Lemma 1 to Eq. (3. 1p). We 
still have 

lJI
O 

= O(r-2 -€o), 

lJI
l 

= O(r-2 -€1), 

lJI
2 

= O(r-2 - (2), 

p = - r-1 + 0 (r-1- tp ), 

(3. lOb) 

The requirement that Eqs. (3.2') hold asymptotically 
merely imposes some relationships among the func­
tions independent of r that occur in Eq. (3.10). We 
consider these relations to hold but do not display 
them. Equations (3.2') have also been used in estab­
lishing wand U as given by Eqs. (3.10); from the radi-
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In nonrelativistic potential theory there can exist singularities of the S matrix which are associated with wave­
functions belonging to a non-L2 class. In this paper the non-L2 character of these singularities is shown to 
persist in several relativistic models: 'in (1) two schemes, including that of the Klein-Gordon equation and the 
coupling of a classical relativistic field to an external exponential source, in (2) the pair theory, classical and 
quantizet!z with separable interactions, and in (3) the Lee model. For (2) and (3), poles of the "proper" Jost 
function f _(k, 0), i.e., the Fredholm determinant for the outgoing scattering state, correspond to non-L2 class 
solutions of the associated dynamical field equation in coordinate space. These non-L2 solutions will be called 
"shadow" fields. They are of special importance and bear the same relation as the "shadow" states in potential 
theory because they also are of dynamical origin and do not appear in the completeness or unitarity relations 
by virtue of their non-L 2 status. 

1. INTRODUCTION 

Recently, in nonrelativistic potential theory, it was 
shown that there can exist singularities of the S mat­
rix which are associated with wavefunctions belonging 
to a non-L2 class. l To be precise,for S identified 
from the Jost functions, 

S(k) =! _(k, O)/! +(k, 0), (1. 1) 

any singularities of the Jost function !_(k, 0) corres­
pond to a non-L2 class of solutions of the Schrodinger 
equation, unlike the zeros of! +(k, 0) which correspond 
to the L2 class, i.e., genuine bound states. Such non­
L2 states (often referred to as "shadow" states for 
this reason) appear in the same part of the physical 
k plane as the bound state poles and are "dynamical" 
in that their analytic properties, such as pOSition and 

discontinuities, are a function of the potential. That 
there does exist such a well-defined non-L2 class of 
solutions associated with some singularities of the S 
matrix was proven by construction of the full Green's 
function for the Schrodinger equation with the boun­
dary conditions of regularity at the origin and spheri­
cal outgoing waves at large distance. 1 From it, first, 
the completeness statement was derived which deter­
mines the complete set of L 2 class of solutions. Then, 
from the usual operator relation between the T mat­
rix and the full Green's function, the S matrix was con­
structed explicitly and seen to contain additional singu­
larities. Hence, their associated wavefunctions belong 
to a non-L2 class. 1 

Historically, almost a quarter of a century ago, Ma2.3 

discovered an example of such singularities in the 
particular case on an exponential potential. The 
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cal outgoing waves at large distance. 1 From it, first, 
the completeness statement was derived which deter­
mines the complete set of L 2 class of solutions. Then, 
from the usual operator relation between the T mat­
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essential non-L2 character of such singularities was 
not recognized until very recently.! Ma showed that 
for this potential in the s wave S matrix there exist 
poles that do not contribute to the completeness. Be­
cause such poles exist in this and other potentials, 
Sudarshan4 quite recently has stressed their impor­
.tance with regard to the concept of "shadow" states. 
These non-L2 singularities, indeed, are of intrinsic 
interest as "shadow" states, first, because of their 
dynamical origin and, second, because by virtue of 
their non-L2 status they possess a very elegant rea­
son for not appearing in the completeness statement 
and hence the unitarily relation. Their lack of appear­
ance in the unitarity relation in contrast to other 
approaches is not due to energy conservation5 nor to 
the introduction of standing waves. 6 They do not lead, 
in the theories studied so far, to any complicated ana­
lytic properties or violations of causality. 

From recent history of particle physics it will be re­
called that Regge poles also originated through work 
in potential theory. Since that time they have been in­
vestigated and proven useful both formally and pheno­
menologically on more interesting and complex theo­
retical levels. The question if in a similar way these 
non-L2 singularities would appear in domains closer 
to that of a true interacting quantum field theory be­
comes of conSiderable interest. In particular, as with 
Regge poles, the investigation of these non-L2 class 
of solutions when the theory is relativized, i.e., in re­
lativistic wave equations, becomes of a similar im­
portance. Then, as a preface to consideration of these 
singularities in a nonperturbative quantum field 
theory model, we consider their behavior in a separ­
able model, which also shows the effects of nonlocality 
on their properties. In this case, the criteria for the 
occurance of a non-L2 singularity is the vanishing of 
a "proper" Jost function which is the same as the 
Fredholm determinant. This also enables us to intro­
duce some definitions and notations7 regarding Jost 
solutions which we shall use repeatedly in the re­
mainder of the paper. These matters are dealt with in 
Secs. 2 and 3. While the separable model can be quan­
tized to give a soluble quantum field theory with pair­
wise interactions in which the non-L2 singularities 
persist in the S matrix, we prefer to consider them 
instead in Sec. 4 in the Lee model. For both this field 
theoretic model and the pairwise theory, classical or 
quantized, the non-L2 character of the wavefunctions 
associated with these singularities can be demon­
strated by general arguments. For each of the various 
models considered in this paper, we construct specific 
examples of non-L2 Singularities and show that, as in 
nonrelativistic potential theory. they correspond to 
the vanishing of a Wronskian. Thus, the non-L2 Singu­
larities are associated with a breakdown of the linear 
independence of the two basic solutions employed in 
construction of the S matrix. By analogy with the non­
relativistic results, we call these "shadow" fields. 
The last section contains some concluding remarks. 

2. EXACT SOLUTIONS OF SCALAR AND VECTOR 
COUPLING MODELS 

We consider the effects of relativity on these non-L2 
singularities in two different schemes for the coupling 
of a classical field to an external exponential source. 
These particular relativistic models were employed 
previously by Guralnik and HagenS to determine the 
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properties of Regge-poles for the 1/r type of source. 
With the same spirit, we approach them here from the 
viewpoint of the results we found for the exponential 
potential in the nonrelativistic case. In the case of the 
vector coupling model, in the fixed source limit the 
wave equation is that for the coupling of a Klein-Gor­
don field to a e-r/ b type source. In both these cases, 
we find that the non-L2 character of these Singula­
rities persist and are the same as in the Schrodinger 
theory, except for the obvious change in kinematics. 

A. The Scalar Coupling Model 

The scalar model is defined by the Lagrangian 

L == J dx £ (x) 

= J dX{<pIl*oll<P - Mm + x(x)]2<p<p* 

+ ~<pIl*<P1l + c.c.}, (2.1) 

where the metric is (+, +, +, -). This gives the wave 
equation 

{- o;+[m + X(x)]2}<p(x) = 0 (2.2) 

or, for X(x) spherically symmetric, the radial equation 

E2-m 2 
--- <p(x) 

2m 

(
Pr 2 l(l+1) 1 ~ = - + + - [X(x)]2 + X(x) <p(x). (2.3) 
2m 2mr2 2m 

It is useful to compare this equation (2.3) with the 
usual Schrodinger equation for coupling to a spheri­
cally symmetric source 

E NR 1J;(x) = _r_ + + X(x) 1J;(x), (
p 2 l(l + 1) ) 

2m 2mr2 
(2.4) 

where ENR = k 2/2m. Notice that (E2 - m 2)/2m of 
(2.3) corresponds to the nonrelativistic energy vari­
able E NR' The physical sheet is defined by 
1m [(E2 - m 2)1/2] > O. 

It is useful both here and in our subsequent discussion 
to employ the s wave Jost solutions 1 ±(k, r) of Eq. 
(2.4). 7 When / ±(k, r) are evaluated at r = 0, they are 
called the Jost functions/±(k,O). Iff±(k,r) exist such 
that 

lim eHkr / ±(k, r) = 1 (2.5) 
r->OO 

and are linearly independent 0/ each other, then the 
most general regular sulution of (2. 4) can be con­
structed as 

<p(k, r) = (l/2ik)[J _(k, 0)1 +(k, r) - 1 +(k, O)/_(k, r)],(2. 6) 

such that for r --') 0, <p(k, r) --') 0, and <p' (k, r) -) 1 
(prime means differentiation with respect to r). It 
should be noted that the Wronskian of the Jost solu­
tions 1 ±(k, r) is 

W(f +,/ _) = - 2ik (2.7) 

[W(1J;v 1J;2) = 1J;11J;2 , -1J;1'1J;2]' The full Green's func­
tion g<+) associated with (2.4) that satisfies the boun­
dary conditions of regularity at the origin and spheri-



                                                                                                                                    

NON-L2 SOLUTIONS 75 

cal waves at infinity can also be constructed from 
f ±(k, r). Then via T = Y + YS(+)Y, the corresponding 
T matrix, and hence the S matrix, as given by (1. 1) 
can be constructed. 

For 

(2.8) 

both (2. 3) and (2. 4) are soluble exactly for s waves. 
Substitution of z = e-r1a into (2.3) yields a form of 
Whittaker's equation. The unique solutions satisfying 
(2. 5) exist and are 

f +(k, r) = z (y-l)/2e -dz/2 Yl (Q', y; dz) 

= z(y-l)/2e-dz/2.p(Q', y; dz), 

f _(k, r) = f +(- k, r) 

= z(y-l)/2e-dz/2 y2 (Q', 1'; dz) 

(2.9a) 

= z(1-y)/2e-dz/2.p(a - I' + 1,2 - y;dz), (2.9b) 

where the second lines give the standard definitions 9 

of Yl and Y2 in terms of the confluent hypergeometric 
function of the first kind,.p. For the scalar coupling 
model, 

0' = ~ - a(m + ik), 

I' = 1- i2ak, 

where E = sgn(Im z) = ± 1 as 1m z ~ 0, we obtain 

cp(k, r) = N(z)(y - 1) ei1T (Y-«)[Y5(d)Y7(dz) - Y7(d)Y5(dz)] 

with 
(2.15) 

N(z) = z(y-l)/2 e-d (1+z)/2/2ik. 

Computing cp(k, r) for k = inl2a, we see that for all a 

[e-
dI2 ~ lim cp(k, r) = - en r/2a -- ~(o', n + 1; d) , 

1"~OO 2ikdn 
(2. 16) 

where ~ is the confluent hypergeometric function of 
the second kind. Thus, these, too, are non-L2 singu­
larities! 

As a check we compute the nonrelativistic limit of 
f +(k, r), as given by Eq. (2. 9a), as m ~ 00, so 0' ~ -

am. We use Tricomi's expansionlO 

<Ii (0, y; y) = r(y)(- O'y)(1-y)/2 ey/2 ~ A (2:.)i/2 
j=o' j 2 

x J y _l +j [2.J- ay] (2.17) 

with 
Ao = 1, Al = - y/2, A2 = r(y + 1)/2, 

and 

(j + 1)A j +1 = - ~yAj + ~(y + j - 1)Aj _1 - to'Aj _2 , 

d = 2avo, (2.10) and assume it is an asymptotic expansion in m. We 
obtain as a ~ - am, m large, 

where both 0' and yare simple linear functions of k. 
Then 

S(k) = f _(k, 0)/1 +(k, 0) 

= .p(a - y + 1,2- y; d)/1> (0', y; d) (2.11) 

and the bound states correspond to the zeros of 
1 +(k, 0), i.e., 

1>(a, y; d) = O. (2. 12) 

Since,for fixed z', 1>(O",y',z') is an entire function 
of 0" and a meromorphic function of y' with simple 
poles at 1" = 0, - 1," . ,/ _(k, 0) has poles at 

y=n+1 
or 

2iak = - n, n integer (~ 0), (2. 13) 

which are identical with the positions of the non-L2 
singularities in the nonrelativistic case for the expo­
nential potential! 

Since Y2/r(2 - 'Y) tends to a finite limit at 'Y = 2,'" , 
but then is simply a multiple of Y2 there, the Jost 
functions 1 ±(k, r) are not linearly independent at 
values of k given by (2.13). However, the regular 
solution cp(k, r) defined by (2.6) and (2.9) can be com­
puted for these values. As y 5 and Y7 provide a funda­
mental system of solutions under all circumstances, 
we shall express cp(k, r) in terms of them in order to 
study its behavior. Using 

Y - r(y) ei"«'y + rfY») e i1T (<<-Y)'y 
1 - r(y - a} 5 r a 7~ 

y = e i '1T(ct-y)€ (_ r(2 - Y) y + r(2 - Y) Y) 
2 r(1 - a) 5 r(O' - y + 1) 7' 

(2.14) 

(2.18) 

with c independent of r. This is the same as in the 
Schrodinger theory.! 

B. The Vector Coupling Model 

This model has been of special interest because of its 
application in quantum electrodynamics. It is defined 
by the Lagrangian denSity 

£(x) = - cpfl* a cp - ~m2cp*cp - ~cpflcp * 
II II 

+ icpfl*cpAIJ. + c.c. (2.19) 

In the fixed source limit A = O,Ao = x(r), this leads 
to the wave equation 

E2-m 
--- cp(x) 

2m 

[
p 2 1(1 + 1) 1 E J = -1"- + __ [x(r»)2 + - X(r) cp(x). 
2m 2mr2 2m m (2. 20) 

For 

(2.21) 

this equation (2. 20) is exactly soluble {or s waves and 
in fact, by the substitution of z = e-r/a , yields again a 
form of Whittaker's equation. For the vector coupling 
model all the relativistic results for the previous 
model then follow but with 

Cl v = ~- ia(E - k), 

Yv = 1- i2ak, 

dv = - i2avo· (2.22) 
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Notice that the positions in the k plane of the non-L2 
singularities are unaltered. In the nonrelativistic 
limit, i.e., m -) IX), now ilv -) - iam which yields again 
the corresponding Schrodinger result, Eq. (2. 181

). 

We have also examined the case of the coupling of a 
spin - % field to an e-r / b type source. As above, for s 
wave scattering the Dirac equation is exactly soluble 
in terms of confluent hypergeometric functions when 
j = - t. This value is unphysical, and so we do not 
discuss it any further here. 

3. PROPER JOST FUNCTIONS, COMPLETENESS 
CONDITION, AND S MATRIX FOR SEPARABLE 
INTERACTIONS 

The effects of nonlocality on these "non-L2 Singula­
rities" of the S matrix can be studied with an exter­
nal potential of the separable type. Although this 
separable theory can be quantized to give a soluble 
quantum field theory with pairwise interactions, we 
do not "dress it up" but instead treat it here on the 
classical level where it can be clearly shown that it 
is the vanishing of the proper Jost function l-(k, 0) = 
C(k)f _(k, 0) where C(k) is real, rather than f _(k, 0), 
which is the correct criteria for the existence of 
non-L2 states. The proper Jost function is the same 
as the Fredholm determinant of the kernel of the 
corresponding Lippmann-Schwinger equation for the 
outgoing scattering state. Notice that C(k) = 1 for a 
local central potentiaI.ll,7 For simpliCity, we discuss 
the s-wave case only and a discussion of the higher 
angular momentum is straightforward and leads to 
similar conclusions. 

For a separable interaction the Hamiltonian is de­
fined by 

H = t f dx[q,2 + (Vcp)2 + m 2 cp2 

- Xp(x)cp(x) f dx'p(x')cp(x')] (3.1) 

where X is real and p(x) spherically symmetric. In 
the quantized version p describes the nucleon density 
and we could set the nucleon energies equal to zero 
since this is a static theory. This Hamiltonian leads 
to the wave equation (k2 = E2 - m 2 ) 

k 2cp(x) = - V2cp(x) - f dx'p(x)p(x')cp(x'). (3.2) 

It follows that the Wronskian 

W(j +(k, r),f _(k, r»r=O 

== W(j +(k, r),j _(k, r»r=oo == - 2ik (3.3) 
and 

W(j +(k, r),j _(k, r» ¢ 0, (3.4) 

for all r, must hold so that f +(k, r) and f _(k, r) are 
linearly independent for any r. In momentum space 
for the outgoing scattering state, the corresponding 
wave equation is 

1/I(+)(k; p) = o(k - p) - f dp' 1 2X 
k2 - p2 + iE 11 

x p(p)p(P')1f;(+)(k, p'), (3.5) 
where 

p(p) == 4~ fax eip.x p(x) (3.6) 

and p(x) = p(/x/),i.e.,s wave interaction. The solu­
tion is 
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1/1 (+)(k; p) = 0 (k - p) - 2X p(k)p(P) (3. 7) 
1f D+(k)(k2 - p2 + id 

where 

D+(k) == 1 + 2x f dp p(p)2 (3.8) 
'IT k 2 - p2 + iE 

is the Fredholm determinant. There can be at most 
one bound state, 1f;(n)(p), and if it exists, its charac­
terization is given by D(k = iK,,) == 0 for K" > 0, 
where D(k) is the analytiC continuation of D+(k) from 
k + iE into theUHP. 

The completeness of 1JI(+)(k; p) and IJI(")(P) is arrived 
at by a suitable contour integration in the UHP. 7 ,12 

This 'also determines the complete set of the L 2 

class of solutions of Eq. (3. 2),13 From (3.7) it is 
seen that only the zeros of D+(k) contribute to the 
completeness of the L2 class of solutions of Eq. (3.2). 
Notice from (3.8) that D(k) has no complex zeros in 
the k UHP,12 

The S matrix for the outgoing scattering states is 

where 1/1(- )(k, p) is the ingoing scattering solution of 
(3. 3) and D_(k) = D(k - iE). Notice that D_(k) appears 
directly in S(k). Thus, by the preceeding discussion 
the eigenfunctions associated with the singularities of 
D_(k) in S(k) do not appear in the completeness state­
ment and hence by exclusion do not belong to the L2 
class of solutions of (3. 2). 

As for a central local potential, the Jost function 
f +(k, 0) can be defined either by 

IJI/',,+J(k; r)' 1 = f ~ 0) cp(k; r)' I _ r=O +, '1'-0 

k (3.10) = f +(k, 0)' 

where 1JI~:6(k,r) is the s-wave Fourier transform of 
IV(+)(k; p) and cp(k; r) the regular solution of (3.2), or 
directly by evaluation at r == 0 of f +(k, r) as deter­
mined by its integral equation.l 4 Primes here denote 
differentiation. The result is the same: 

f ±(k, 0) = 1 ±(k, o)/C(k) (3. 11) 

with 2 
J +(k, 0) = 1 + 2X J dp p(P) , (3. 12a) 

1T k 2 - p2 + iE 

C(k) = 1 + 2X <P r dp p(P)2 + 41TXp(k) 
1T . k2 _ p2 

xfooo dr r per) coskr, (3. 12b) 

where 1 ±(k, 0) are called "proper Jost functions" and 
C(k) is real. Notice that only the proper solutions 
contribute to the full Green's function associated with 
the s wave radial equation for (3. 2) which satisfies 

( a 2 _ k2 _ 41TX Joo dr'rr'p(r)p(r'»)S<+)(k, r, r') 
ar2 0 = - 6(r - r') (3.13) 

with the boundary conditions that it is regular at r == 0 
and contains only outgoing waves for r -) IX). Expli-
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citly in terms of the proper solutions, it is 

g<+)(kj r, r') == - _ 1 [J +(k, r)cp(k, r')r)+(r - r') 
j +(k, 0) 

+ J +(k, r')cp(k, r)r)+(r' - r)], (3.14) 

where 17+(r - r') == 1 for r > r', and is zero otherwise. 
Hence, by derivations of the type for the local poten­
tial only the proper Jost solutions contribute to the 
completeness statement and S matrix.15 

It is useful to construct specific examples displaying 
the non-L2 character of the wavefunctions associated 
with the singularities of J _(k, 0). We construct two 
examples, one where the S matrix has a non-L2 pole 
of order two and, for the other, a simple non-L2 pole. 

A. Non-La Pole of Order Two 

Here 

p(k) == b2 /(1 + k2b2), (3. 15) 

and so per) == e-Y/b/r which has the characteristic ex­
ponential tail at large distances. Then, 

J +(k, r) == (1 + 27TXb
3 

)e ikY - 47TXb
3 

(1 + ikb)e- y / b 

1 + k2b2 (1 + k2b2 (3.16) 

J _(k, r) = J +(- k, r), 

and 
S(k) == J _(k, O)/J +(k, 0), 

where 

J +(k, 0) == [(1- ikb)2 - 27TXb 3 ]/(1 - ikb)2 

~ 1 - krrXb 3 as kb ~ i, 

J _(k, 0) = [(1 + ikb)2 - 27TXb 3 ]/(1 + ikb)2 

~ _ 27TXb 3 
as kb ~ i 

(1 + ikb)2 
(3.17) 

so that the proper Jost function J _(k, 0) has a pole of 
order two. Defining f_(k, r) = (1 + ikb)j _(k, r), 
f+(k, r) == f-(- k, r) to be the solutions so that the 
divergent factor is removed from the j _(k, r) Jost 
solution, we have that the Wronskian of the two basic 
solutions is 

w(l+(k, r),f_(k, r» 

== _ i2(1 + k2b2 )(k _ ~~~2 e-y1b Sinkr) 

with 

(3. 18) 

It is equal at r = 0 and r == 00, and vanishes for all r 
for kb = i. Thus, the starting solutions (3.16) for 
constructing the S matrix where i+(k, r) and f_(k, r) 
are assumed to be linearly independent are not so at 
kb = i. If one tries to solve the differential equation 
(3.2) at kb == i for the regular solution cp(k, r), it is 
found that cp(k == ib-l, r) does not exist and, hence, is 
not of the L2 class of solutions. For instance, the in­
tegral equation 

cp(k, r) = Si~kr - 4~X f dr' r'p(r') sinker - r')z(k) 
(3.19) 

with 

z(k) == .co dr" r"p(r")cp(k, r") o 

leads to 

rp(k, r) == -1b(e-Y/ b - eY1b ) 

(3.20) 

+ 27TXb z(k)[(r + 1b)e-Y/ b -1beY/ b ]. (3.21) 

That z(k) is undefined for kb == i can be seen by the 
use of (3.21) in (3.20). 

B. Simple Non-L2 Pole 

Here 

p(k) ==[ e2/(1 + k2e2 )]1/2 

so that 

2 1 (r) per) == - - Kl -7re r e 

(3.22) 

(3.23) 

which has an exponential tail as r ~ r:t:J and a logrith­
mic singularity as r ~ O. Hence, from (3.}2b) we see 
that C(k) is divergent for all k. However,j ±(k, 0) are 
still defined and 

J +(k, 0) == [(1 - ike) - 47TXe ]/(1 - ike) (3.24) 

so that 

S (k) == {(1- ike)[(I- ike) - 47TXe]}/ 

{(I + ike H (1 + ike) - 41TA]}. (3.25) 

A pole of J _(k, 0) is found at ke == i. Again from the 
differential equation (3.2) for (3.23), cp(k == ie-1, r) 
does not exist and thus belongs to the non-L2 class 
of solutions. 

4. THE NO SECTOR OF THE LEE MODEL 

The completeness statement and S matrix for this 
quantum field theory model are derived from the 
"state functions" by essentially identical arguments 
to those used in the preceding section for the pair­
wise theory.12 Hence, the singularities of J _(k, 0) == 
D_(w(k» are associated withnon-L2 solutions of the 
corresponding wave equation in coordinate space, that 
is, the dynamical equation analogous to the Schro­
dinger equation in nonrelativistic potential theory. 
We construct here a specific example of this. 

The Hamiltonian for the Lee model16 is (EN == 0, 
which is all right for a static theory) 

H == ma VtV + f w(q)at(q)a(q)dq + f j(q)NtVat(q)dq 

+ f j*(q)VtNa(q)dq (4.1) 

with [N, Ni] == [V, Vi] == 1, [a(q)ai(q)] == B(q - q'), and 
all others zero. j (q) == j (I q!) and so we have only s 
wave interactions. Applying the Hamiltonian to the 
master state 

I<f>,,) == cp"IV) + f dq'rp,,(q')IN,q') 

with IV) == vtIO), IN,q') ==Ntat(q')IO),we obtain 
the physical outgoing wave no scattering state with 
energy X == w(k)~ 
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~ ~] ,/.(+) :::: n.;Tw1kJJ 
'I" w(1r) 

o( k) + f*(k)f(q) 
q - D+(w(k) [w(k)- w(q) + ic} 

(4.2) 
with 

D(z) - [z -M](l + f If(k)12 ) 
- [M - w(k)][z - w(k)] , 

(4.3) 

where M is the physical mass of the stable V particle. 
The S matrix determined by taking the inner product 
of lJIS~~ with the corresponding ingoing wave state of 
energy w(k) is 

S(k):::: (in,klout,k) 

== D_(w (k»/D+(w (k». (4.4) 

Briefly then, we now take nonrelativistic kinematics, 
w(k) == k 2, and choose a particular f (k): 

If(k)12=2A[M-w(k)J( b
2 

)2. 
rr 1 + k2b2 

Thus D(z), S(k), and the continuum components of lJIS1k) 
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A new method of treating radiation problems in a uniformly moving, homogeneous medium is presented. A 
certain transformation technique in connection with the four-dimensional Green's function method makes it 
possible to elaborate the Green's functions of the governing differential equations in the rest system of the 
medium, whereas the final integrals determining the field may be calculated in the rest system of the source. 

I. INTRODUCTION 

In recent years several papers have been concerned 
with electromagnetic radiation in a uniformly moving 
medium with a more or less complicated structure. 
The usual approach is to formulate the governing 
differential equation in the observer system (rest 
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system of the source) K and then evaluate the solution 
for this equation.l-ll 

In two articles 12, 13 the author showed that advantage 
may be derived from the fact that the governing 
differential equations are simplest in the rest frame 
K' of the medium, the medium being simple (Le., 
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system of the source) K and then evaluate the solution 
for this equation.l-ll 

In two articles 12, 13 the author showed that advantage 
may be derived from the fact that the governing 
differential equations are simplest in the rest frame 
K' of the medium, the medium being simple (Le., 



                                                                                                                                    

ELECTROMAGNETIC RADIATION 79 

homogeneous, isotropic, lossless and non dispersive) D~ = EKA E/..., 
and conducting (but otherwise simple), respectively. 

(la) 

(lb) 

(lc) 

It is the purpose of the present paper to show that a 
certain transformation technique in connection with 
the four-diIl1ensional Green's function method makes 
it possible to derive advantage from both the "sim­
plicity" of the governing differential equation in K' 
and the "simplicity" of the source distribution in K; 
the structure of the medium may be rather compli­
cated. 

The basic idea of the method can be described in this 
way: The first step in the Green's function technique 
is to find a fundamental solution corresponding to a 
source which is represented by a four-dimensional 
o function. Such a space-time impulse is bound to 
a single space-time point (world point). As far as 
we are concerned with a single world point, all in­
ertial systems are equally suitable, and therefore, 
in the first step, the rest system of the medium 
should be used because the governing differential 
equations are simplest in this system. 

The next step consists of a summation over the world 
points of the source distribution. This step is in 
principle independent of the first one, and, therefore, 
the most convenient inertial system should be used 
for the second step. Usually, the rest system of the 
source (if such a system exists, of course) is the 
most suitable one for the summation procedure. 

Mathematically, the formalism provides the definition 
of a Green's tensor function which can be evaluated 
in an arbitrary inertial frame. (In K' this function 
may even be well known from the corresponding 
radiation problem, where the medium is at rest re­
latively to the source). This Green's function can be 
transformed to another arbitrary inertial frame (e.g., 
the rest frame K of the source), where the final in­
tegrals which represent the field may be worked out. 

The general formalism is elaborated for a homogen­
eous medium and then applied to some examples: 
An isotropic medium and a lossless, electrically, 
uniaxially, anisotropic medium are considered. The 
first case has been treated before by Besieris and 
Compton,9 Chen and Yen,lO and the author, 13 the 
second case by S. W. Lee and Lo.6 Case one includes 
a simple medium (Refs. 1, 5, 8, 12). Application of the 
method will also be made to a dispersive but other­
wise simple medium (ionized gas), a case which has 
been treated before by K. S. H. Lee and Papas. 4 

II. FORMAL SOLUTION IN THE REST SYSTEM 
OF THE MEDIUM 

In this section all quantities refer to the system of 
inertia K' in which the medium is at rest. The trans­
formation of the results into four-dimensional tensor 
language will be done in the next section. In prepara­
tion for this transformation we will use three-dimen­
sional, Cartesian tensor notation (cf. Ref, 14) in this 
section. Latin subscripts run from 1 to 4; Greek sub­
scripts run from 1 to 3. The coordinate x 4 == ict, 
where t is the time and c the speed of light in vacuum. 
Repeated subscripts obey the summation convention, 
and commas in subscripts denote partial differentia­
tion with respect to coordinates. 

The constitutive equations are given by 

J~' = a KAE/..., 

where the dyadics EKA , Il KA , and aKA are assumed to be 
independent of the space-time coordinates x; (Le., 
the medium is homogeneous). J2' denotes the free 
current density, whereas the free charge density 
pO' is assumed to be vanishing. 

A vector potential A: and a scalar potential A 4 == 
(i/c) <I> , can be introduced in the usual way. The field 
is given by 

(2a) 

(2b) 

where EKAU is the three-dimensional permutation 
symbol, and the differential equations for the poten­
tials can be written as 

EKAUEPOT fJ.;?:AO,Ap + C2EKA(A 4,4A - AA,44) 

- icaKA(A4,A - A/... ,4) = J~, (3a) 

c2EAU(A~,A4 - A 4, AU) = J4· (3b) 

J: is the current density of the source and J4 == icp', 
where p' is the charge density of the source. Finally 
1l~~fJ.T A = 0 U A which is the three-dimensional Kronec­
ker symbol. [The matrices representing the constitu­
tive dyadics in (1) are assumed to be regular.] 

Introducing the definitions n 2 == c 2 fJ.E and 

(4a) 

(4b) 

(4c) 

where E, fJ., a are constants (different from zero), we 
may write the differential equations (3) in the form 

- (i!c)(a/E)a:A(A 4,A - A~ ,4)] - A~,AA - n 2 

x [A: ,44 - (i/c)(a/E)A: ,4] = fJ. J:, (5a) 

x A 4,4] = fJ.J4/n 2. (5b) 

In (5) we also have applied the Gauge condition 

A~, A + n 2[A 4,4 - (i/c)(a/E)A4] = 0 (6) 

in the usual way15 to the isotropic terms of the equa­
tions. 

Applying fourfold space-time Fourier transforms 
[cf,(12), Sec. III] to the differential equations (5), we 
obtain the matrix equation 

(7) 
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where 

and 

lv[' = - ( -l)*k'k' KA - EKOyEpAT /lYT P 0 

M ' - * k'k' 4K = - E4 A 4' 

M ' - + * k'k' 44 = EKA K A' 

(8a) 

(8b) 

(8c) 

(8d) 

(8e) 

(9) 

It is noticed that M;s vanishes when the medium is 
isotropic. 

Defining 

(10) 

we finally get 

(11) 

which establishes the formal solution of the problem 
in the transformed domain. 

m. TRANSLATION INTO FOUR-DIMENSIONAL 
TENSOR FORMALISM 

Consider a tensor field T .. . (xr ) of arbitrary order 
(we use four-dimensional tensors as in Ref. 12) and 
a fourfold Fourier integral 

00 ioo 

T ... (xr ) = JfI Jt .. . (k.)ei!<sxsd(kr) 
-co -ioe 

= J t ... (ky)eiks"sd(kr)' 
M4 

(12) 

where the integration is to be taken over the whole 
Minkowski 4-space M4 • 

A proper Lorentz transformation can be applied to 
the integration variables kr as well as to the space­
time variables xr . The inner tensor product krxr is 
invariant, and we still have to integrate over the 
whole space M4 because a Lorentz transformation is 
a one-to-one mapping of M4 on itself. Therefore, the 
Fourier amplitudes t . .. transform like a tensor if 
T ... does, and vice versa (because the transforma­
tion matrix does not depend on xr ). 

The four-current density Jr transforms like a tensor 
(cf. Ref. 16) and so does the four-potential Ar (cf. 
below). Therefore, the Fourier amplitudes jr and ar 
are tensors of order one (4-vectors). 

We make also use of the 4-vector 

(13) 

where K == (n 2 - 1)/c 2 and Ur is the 4-velocity, Le., 
U/= (O,O,O,ic) andS; = (~,J4/n2). It is seen that 
the Fourier amplitudes of ::l; are given by (9). 

Furthermore, we define a second-order tensor grs by 
means of the components in K' as given by (10). The 
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tensor character of Eq. (11) now ensures that 

(14) 

is valid in an arbitrary inertial frame, and, referring 
to the statements made in the beginning of this sec­
tion, we are able to give a covariant, formal solution 
of the problem: 

An(xr) = ~ !Gns(ur)J",;(Zr)d(Zr), (15) 
4 

where 

Gns(ur ) == I gnm (kr)SmseiktUtd(kr)' Ut == X t - Zt· 
M4 (16) 

For a nondispersive medium,n (and thereforealsoSrs ) 

is independent of the variables kr • In that case we 
use a modified definition of the Green's tensor func­
tion: 

An(xr) = (2!)4 [Gns(Uy)Ss(Zr)d(Zr), (15') 
4 

where 

Gns(ur ) == I gns(kr)eiktUtd(kr)· (16') 

M4 

Since the Green's tensor function (16) is simplest in 
K' (which is a consequence of the fact thatthe govern­
ing differential equations are simplest in K'), an 
evaluation of the integral in (16) should be sought 
(may be well known) in the rest frame of the medium 
(cf. the following sections). 

In Minkowski's theory the field quantities EK ,B
K 

,H
K 

' 

DK transform in a certain manner from one inertial 
frame to another, which is called the Lorentz trans­
formation of the field. This can be expressed very 
briefly by saying that the field quantities constitute 
the components of two second-order field tensors 
Frs and Hr s (consult Ref. 17 for the definition). 

Define a 4-vector Ar in such a way that the A; are 
identical with the potentials entering Eqs. (2), then 
the tensor equation 

(17) 

is valid because (17) is equivalent to (2) in the rest 
system K', which in turn shows that the primes may 
be omitted in (2b), whereas the spatial part of (17) 
is equivalent to the equationBK = EKAyAy,A. 

In order to express the field quantities HK and DK by 
means of the potential, this can only be done via the 
constitutive relations. Therefore, it might be conven­
ient to have covariant forms of these relations to our 
disposal. 

Following Marx 18 in a slightly deviating way, we de­
fine 

Fr == (l/c)F .... s Us' (18a) 

~ == (l/ic 2)F* rs Us ' 

Kr == (1/c 2 )Hrs Us' 

(18b) 

(18c) 

Kr == (l/ic)H;: Us' (18d) 

where Fr: ,Hr: are dual tensors, Le., F:s == (1/2!) 
~rsmnl'~ltn' say. It is readily seen that F; = (E~, 0), 
F; = (B;, 0), K~ = (D;, O),and K~ = (H; ,0). 
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By defining tensors ers ' nirs by means of e;o == t po' 
m' == /I e' == rn' == ° (the remaining compon-po "'po' 40 40 
ents can be chosen arbitrarily), it follows from (1) 
that 

(19a) 

(19b) 

Using tensor relations inverse to (18) (expressing 
second-order field tensors in terms of first order 
field tensors), one can express Hrs in terms of Frs' 
say (cf. Ref. 18). Marx 18 proposed that the components 
e;4' m;4 are vanishing. In order to get regular mat­
rices, we choose e~4 == m~4 == 0, E44 == E, and m44 == Il. 

If wanted, even a covariant, four-dimensional formula­
tion of the "wave equations" can be obtained from (5) 
by means of a simple translation technique. (The 
usual way is to introduce 4-potentials into the 4-ten­
sor formulation of Maxwell-Minkowski equations, as 
was done by Viglin 7 and earlier by Jauch and Watson 19 

for the isotropic case.) Defining m;; such that mr~tmst 
= art> we obviously have (m;,1l' = Il;~, (m4\)' = 1/1l. 
Furthermore, the definitions er: == (l/E)ers - 0rs' 
(m;}) * == /J(m;;) - 0rs imply that the spatial parts of 
these tensors in K' are given By (4) and that the re­
maining components in K' are equal to zero. 

Consider the first term of Eq. (5a);we get 

- -(1/ 2) (-1)*'A' U' U' - C tKZnutrstv rYlnt s, rZ u v' 

It is observed that the "fourth component" (/C is re­
placed by the integer 4 in the final expression) vani­
shes. 

The second term in Eq. (5a) is translated in this way: 
2 

n 2t:,,(A4,,,\4 - A{, 44) = - ;2 eK*(A:.zs - A;,rs)V;V;, 

Again, it is noticed that the fourth component of the 
final expression vanishes. 

In order to translate the third term of (5a). we define 
tensors srs ands;s by means of 5;0' == apo ' s4p == 5;4 == 0, 

544 == a, s;s == srs /a - 0rs' Since sp~' = at'\ [cf. (4)], we 
conclude that 

- (ia/ct)a:,\ (A 4, , ,\ - A~,4) = - (a!c2 t )s:/(A:z - A;u)V: 

and that the fourth component of the final expression 
is zero. 

The first term of (5b) is equal to the fourth compon­
ent of - (l!c 2) et:(A:,rz - A~,nz)U;Vk' whereas the 
first three components are equal to zero. 

It is not difficult to translate the remaining, isotropic 
terms of (5a) and (5b) into the four-dimensional 
form of the isotropiC wave equation. 

Omitting primes, we finally get a 4-tensor formula­
tion of Eq.(5): 

(1/c 2){ [€kznu€rstv(m,;"l)* As.rz +n2eZz(Au,zv -Az.,uv)]uu Vv 

- (a/€)s:z(Au,z- Az,u)Uu+e:n(An,rz-Ar,nz)VrVk} 

+ Ak,nn - [(n 2 - 1)/c 2]Ak,rs vr Vs = - Sk' (20) 

Finally, we want to make some remarks on dispersive 
media. In K' the constitutive parameters of a dis­
persive medium are assumed to be functions of the 
frequency w' = ck4/i corresponding to a Fourier 
component of the field. 

Since the formalism provides a decomposition of the 
field into Fourier components in all inertial frames, 
we may define a "frequency" referring to an arbitrary 
inertial system K: 

w==ck 4 /i. 

In order to get covariant forms for the functions 
which express the dependency of the constitutive 
parameters on w', we observe that 

w' = - k' V' = - k V . r r r r 

(21) 

(22) 

Clearly, (22) shows that in K (different from K') the 
constitutive parameters depend not only on k4 (i.e., 
w) but also on the spatial part kp of the "propaga­
tion tensor" kr • 

IV. ISOTROPIC,NONDISPERSIVE MEDIUM 

For an isotropic, nondispersive medium it is seen 
from (4), (8), and (10) that €:,\ = O,etc.,M;s = O,and 
g;s = (l/v')ors' Defining a Green's function G'(ut) 
such that G;s (u;) = G'(u;}lirs we find that this function 
is given by the integral [cr. (16a)] 

G'(u~) = I V'(k') eik;U;d(k~), 
M4 r 

(23) 

where V'(k~) is given by (8e). 

The substitution k4, + il4, -) k4' 14, == (i/2c)(a/€) leads 
to 

" 00 a+ioo 

G'(u;) = e /4U4 Iff f 
- 00 a-ioo 

ik(Ut 
x e d(k') - 11'1 

k ' k' + 2(k' 2 + 1'2) r' 0/ = - 4' ,\,\ n 4 4 (24) 

The integral in (21) is the Fourier integral of the 
time-dependent Green's function of the Klein-Gordon 
differential equation. Since G is a tensor of zero 
order (Lorentz invariant) the Lorentz transformation 
of this well-known function20 to an arbitrary inertial 
frame can be achieved by translating the dependency 
of this function on the variables ur into covariant 
tensor language,as was done by the author in Ref. 13. 
This is easier than evaluating the integrals in the 
covariant edition of (24) which is given by 

iktut 
G(ur ) = e

ZtUt! ktkt _ /C~kt~)2 _ [(n!c)lt Vt)2 d(kr), 
4 

(25) 

where we have defined a 4-vector Ir such that l~ = 
(0,0,0, (i/2c)(a/€». 

The "difficult" way of evaluating (25) was used by 
Chen and YenlO and,for the lossless case,by Comp­
ton.5 Earlier K.S.H. Lee and Papas 1 evaluated these 
integrals for a time-harmonic source in a Simple 
medium. [Harmonic time dependency implies that 
the k4 -integration in (25) "disappears". This is 
readily seen from (15a) in connection with (25): 
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Assuming that Ss in (15a) is time-harmonic, the z4-
integration introduces a time-dependent ° function 
in (24)1 

V. IONIZED GAS 

Consider a medium which is dispersive but otherwise 
simple (Le., isotropic and lossless). Furthermore, 
assume that fJ = fJo and 

where fJo' EO are the permeability and the dielectric 
constant of vacuum,k(p) == iw(p/c,and w(p) is a real 
number. 

Following Ref. 4, we wi sh to evaluate the Green's 
function for the unbounded space in the form of a one­
dimensional integral, but our approach is different 
from that in Ref. 4: A well-known result referring to 
the rest frame K' of the medium is transformed to 
K. In the case which is under consideration Eq. (16) 
reduces to 

Ii - K/n 2U'U' ., , 
c' (u') = J ns n s etktUtd(k') 

ns t fJo k'k'+n 2k,2 r' 
M4 A A 4 

(27) 

where we have made use of (13). 

It is well known from the corresponding radiation pro­
blem in a nonmoving and nondispersive medium that 
the threefold space integral in (27) can be reduced to 
a single integral (of course, this result can be obtained 
by exactly the same steps which are used in Ref. 4 
but with the simplification that v is zero ). 

We have 
ioo OC' 

C,;. (u[) = i1T2fJo J J 
- ioo 00 

;(k'u'+k'u') 
X e 3 3 4 4 dk' flk' 

3'"" 4' (28) 

where p' == (UJ.2 + u;?) and HO is the Hankel function 
of zero order and first kind. 

By means of (26), the argument of the Hankel function 
can be written as p'[k 2 (p) - (k3 2 + k42)]1/2. 

As in Ref. 4 we choose (without loss of generality) the 
velocity of K relative to K' to be directed along the 
x 3(X 3) axis. This implies that the first and the second 
component of a 4-vector are uneffected by the Lorentz 
transformation so that p' = p. Furthermore, kJ2 + 
k42 = k~ + k~ and kJU:i + k4u 4 = k 3u 3 + k 4u 4 (because 
these expressions are tensors of zero order, i.e., in­
variants). 

The transformation of (27) to an arbitrary inertial 
frame K is now almost trivial. Eliminating K /n 2 by 
means of (26), we obtain 

. 2 Ji
OO JOO~ k(p) Un Us) Cns(U t ) = l1T fJo 0ns + -2--"2~~~-

-ioo- 00 c k(p) + (kPr)2 (29) 

X Hij[p.Jkfp) - (k~ + k,r)]ei(k3Us + k4u4 ) dk~k4' 

The first term of this expression (containing lins ) may 
be integrated with respect to k3' leading to the result 
of Ref. 4. 
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On the other hand, it can be done in this way: Since 
k~ kJ.. + n 2k4 2 = k;k; - k(p) = krkr - kG), the first term 
of t27) can be written as 

Ii JiOO ik u JJooJ eikTuT d(k )dk 
fJo ns _. e 4 4 k k _ (k 2 _ k 2) P 4' 

too -00 V v (p) 4 

This expression is covariant (!),and the spatial in­
tegral of this term is well known (from the simple 
wave equation) and is equal to exp[ir(k(p) - k~)1!2]!41TY 
in agreement with Ref. 4.21 

VI. LOSSLESS, ELECTRICALLY, UNIAXIALLY 
ANISOTROPIC MEDIUM 

Consider a medium for which a,a:A,and (fJ~V are 
vanishing and 

E:A =(~ ~ ~ \, (30) 
00 T-1) 

where T is a given positive constant [cf. (4)]. 

Mkl as given by (8) reduces considerably, and g;s is 
readily found from (10). We get 

1/V' 0 0 

0 1/V' 0 0 

g:s(k(} = 
0 0 X' (T - 1)n2k3k4 

V'Z' V'Z' 

0 0 
(T-1)k 3k 4 

V'Z' 

where V' is given by (8e) and 

X' == kJ.2 + k22 + Tk32 + (nk 4)2, 

y, == ki 2 + k22 + k3 2 + T(nk4)2, 

Z' == ki 2 + k22 + Tk32 + T(nk4) 2. 

y' 
V'Z' 

(31) 

(32a) 

(32b) 

(32c) 

If we restrict the discussion to inertial frames mov­
ing on the axis of symmetry (i.e., the x 3 direction) it 
is consistent (Le., independent of the inertial frame) 
to define two 4-vectors s~ and st in such a way that 
sr = s: + stand s § = s ~ = sf = s~ = o. 

Case I: Consider a source for which st = O,e.g., 
a longitudinally orientated current loop (magnetic 
dipole). Obviously,s1 = sl' s2 = s2,and it is im­
mediately seen from (31) that the only mode which 
is excited is identical with the isotropic case. This 
mode is called the ordinary or the first mode (cf. 
ReLl1). 

Case II: Next, consider a source for which s~ = 0, 
e.g., a longitudinally orientated, electrical dipole. 
Using the continuity equation s3k3 + s4n2k4 = O,we 
derive, by means of (14) and (31), the equation 

Obviously, only one mode is excited. The mode is of a 
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different form than in Case I and is called the extra­
ordinary or second mode (cf. Ref. 11). 

It is not difficult to find the corresponding extraordin­
ary Green's function Ge from the ordinary Green's 
function GO == G as given by (23), (24) (with a = 0). 

The connection between the Green's functions is given 
by 

(34) 

In K', (34) is verified just by inspection of the corres­
ponding fourfold Fourier integrals, and it is easily 
seen that the relation is covariant under those special 
Lorentz transformations which we are dealing with in 
this section. 

G(u) may be found in Ref. 13. Applying the extraord­
ina~y Green's function Ge(u .. ) to the case of a time­
harmonic source, we readily derive the extraordinary 
Green's function as given by Lee and LO.6 

Case III: Finally, consider an arbitrary source 
distribution. From the continuity equation s;k~ + 
n 2s~k4 = 0 in connection with (14) and (31), we get 

(35) 

where we have defined a tensor 'irt by means of the 
components in K': 
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1-T 
+ V'Z' 

( 

0 

o 
klk3 

k'k' 1 4 

o 
o 

k2k3 

00) o 0 
o 0 

o 0 

(36) 

The contribution to the Green's function Gri corres­
ponding to the first matrix term in (36) can immedi­
ately be obtained from Cases I and II. As to the 
second matrix term, the evaluation of the Fourier 
integral is more complicated. But, if G:t can be 
found in K' , the transformation to another inertial 
system K is simple. In fact, the second matrix in (27) 
is not affected at all by Lorentz transformations be­
tween inertial frames moving on the axis of sym­
metry. (Of course, the way in which the matrix de­
pends on kr is affected.) 

Though there is no need for working in K at all (as 
was done in Ref. 6), it is easily verified (in K') that 

(37a) 

Z = krkr + (T- 1){kr Tr)2 + (1- m2){kr U .. /c)2, 
(37b) 

where we have defined a 4-vector Tr such that T; = 
(0,0,1,0). 

If the frequency w is introduced by means of (21), the 
equations V = 0 and Z = 0 represent surfaces called 
the ordinary and extraordinary dispersion surface, 
respectively. These surfaces are of fundamental 
significance when asymptotic expressions of the 
Fourier integrals are to be evaluated (as was done in 
Ref. 6), but this can more easily be done in K' (cf. 
Refs. 22, 23), whereupon the result can be translated 
to K as outlined here. 
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16 C. M~ller, The Theory of Relativity (Oxford U.P., London, 1952), 
pp.196-98. 

17 A. Sommerfeld, Electrodynamics (Academic, New York, 1952), pp. 
216-17. 

18 G.Marx,Acta Phys.Acad.ScLHung.3,75 (1953). 
19 J. M . Jauch and K. M. Watson, Phys. Rev. 74, 951 (1948). 
20 P. M. Porse and H. Feshback, Methods of Theoretical Physics 

(McGraw-Hill, New York) Vol. I., p. 856. 
21 Attention is drawn to the fact that in K' Eq. (26) (Le.,dE o = 1-

w'(~ /w'2) is assumed to hold for all w'. This is true even if we 
assume harmonic time dependency in K (as was done in Ref. 4), 
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Bargmann's treatment of the Clebsch-Gordan (3j) and Hacah (6j) coefficients is here extended to the case of 
Wigner 9j coefficients. The generating function for the 9j coefficient is computed by the analytic method. The 
result is compared to the Schwinger'S expression derived with the algebraic (boson operator) method. The 
full symmetry of the Wigner 9j coefficients is manifest and transparent in the Bargmann's formalism. A new 
expliCit expression for the Wigner 9j coefficient is derived as a Sixfold sum which may be regarded as the 
analog of the Racah's formula for the Racah coefficient. 

I. INTRODUCTION 

The practical implication in the use of the rotation 
group machinery in handling the composition of angu­
lar momentum states obviously warrants a detailed 
analysis of the coupling and recoupling coefficients 
such as the Clebsch-Gordan, Racah, and Wigner 9j 
coefficients. Bargmann's beautiful exposition of the 
representations of the rotation group1 in the Wigner 
Festschrift issue of the Reviews of Modern Physics 
(October, 1962) is presumably well known. It is quite 
remarkable that results on the representations and 
the coupling and recoupling coefficients all come out 
in such a coherent, transparent and effortless way. 
We have in mind here, in particular, the follOwing 
features of the coupling and recoupling coefficients: 
(i) derivation of the generating functions; (ii) sym­
metry properties; and (iii) explicit summation ex­
pressions. For the Clebsch-Gordan (3j) and Racah 
(6j) coefficients, these features are all worked out in 
detail in the Bargmann article. For the Wigner 9j 
coefficients,2 the standard reference for the generat­
ing function is the celebrated unpublished report by 
Schwinger,3 where everything is obtained by the alge­
braic (boson operator) method. The 72-element sym­
metry for the 9j symbol is discussed by Jahn and 
Hope. 4 For an easy access to many classic references 
as well as a highly readable introductory account of 
the quantum theory of angular momentum, the reader 
is referred to the volume edited by Biedenharn and 
Van Dam.5 

It would seem deSirable, at least for methodological 
interest, to push the Bargmann scheme to treat the 
case of the Wigner 9j coefficients. Indeed we find that 
the analytic approach is suffiCiently powerful to ren­
der the treatment feasible. 

Thus the generating function for the 9j symbol is com­
puted (Sec. IT). The result is essentially equivalent to 
that of Schwinger.6 In Sec, Ill, the 9j coefficient is ex­
tracted by expansion from the generating function. In 
Sec. IV, the symmetry of the 9j coefficient is easily 
read off in the Bargmann formalism. Since the Regge 

Vll j12 ~13( 
L; (j" j12 j,,) e" j22 

j22 . )21 )23 ' 

(h1 j32 j33) 
all mij m 11 m 12 m 13 m 21 m 22 

x (m.ll 
m21 ~31) (~12 m 22 

)11 j21 )31 112 j22 

It is clear that there are six triangular relations, one 
for each triplets of j belonging to the rows and col-
umns on the left-hand side of Eq. (1). The following 
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symmetry, 7 which boosts the previously known sym­
metry of Clebsch-Gordan and Racah coefficients by 
a factor of six (from 12 to 72 elements for the former 
and from 24 to 144 elements for the latter), is entire­
ly contained in the generating function approach, 8 

there does not seem to be an obvious addition to the 
known 72 element symmetry for the 9j symbols. The 
fact that the 9j coefficients possess less symmetry 
than the Racah coefficients may be due to the tighter 
structure of the former. 

In Sec. V, the fifteenfold sum expreSSion for the 9j 
coefficient in Sec.Ill is reduced, after proper considera­
tion of the constraint conditions, to a sixfold sum. 
This new explicit form [Eq. (65) or (65a) below] which 
manifests full symmetry of the 9j coefficient may be 
regarded as the analog of the well-known single-sum 
expreSSion for the Racah coefficient. As one of the 
consistency checks, it is explicitly verified that when 
one of the 9j values approaches zero, the sixfold sum 
for the 9j coefficient collapses to a single sum for the 
Racah coefficient with the correct phase as well as 
normalization factors. Finally, the following quest­
ion is posed. Inasmuch as the Clebsch-Gordan coef­
fiCient may be regarded as a 3F2 function at x = - 1, 
and the Racah coefficient as a Saalschutzian 4 F 3 

function at x = 1, the seeming inference that the Wig­
ner 9j coefficient might also belong to some pF func-
tion turns out to be unwarranted. q 

n. GENERATING FUNCTION FOR THE WIGNER 9j 
COEFFICIENT 

As is well known, the Wigner 9j symbol is the recoup­
ling coefficient which connects two different schemes 
of adding up four angular momenta (such as from ls to 
jj couplings).9 In parallel to Bargmann's treatment 
of the Racah coefficient where the 6j symbol is de­
fined through a sixfold sum of the product of four 3j 
symbols,10 our starting point here is that the Wigner 
9j symbol is defined through a ninefold sum of the 
product of six 3j symbolsll: 

j" ) 
m 23 

(" j'2 
m 31 m 32 

j" ) 
m33 

~32) (~13 m 23 ~33) 
h2 )13 j23 h3 

(1) 

short-hand notations are found convenient: 
3 

Jp == 6 jpq' p = 1,2,3, 
q=l 

(2a) 
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3 

Kp == :E jqp' 
q=1 

kpq == Jp - 2jpq' p, q = 1,2,3, 

k~q== Kq - 2jpq. 

(2b) 

(3a) 

(3b) 

There are a number of constraints on the 18 k and k', 
namely 

"'Ekpq=Jp , (4a) 
q 

"'E kpq = Kq, 
p 

kpq - kpq = Jp- Kq , 

(4b) 

(5) 

(6) 

The generating function P (T, T') for the 9j symbol will 
be written as 

p(T, T')=N .0.0 {9j} n Tkpq T,k'pq 
k k' pq pq' 

Pol pq p,q 

where the normalization constant 

N == [g(Jp + 1)1 (Kp + 1)'J1/2 

n kp ! k'p ! p,q q q 

(7) 

(8) 

comes from the six sets of triangular coefficients. 
On account of Eq, (1), the generating function can be 
readily cast into the integral representation 

3 3_ 

p(T, T') = J djJ.18(~pq) n <l>p n <l>q 
p=1 q=1 

3 

= J dIl18(~pq) exp"'E (Dp + Dp), 
p=1 

(9) 

where the six <I> 's are the generating functions for the 
3j symbols, one for each triplet in Eq. (1). Explicitly, 
we have12 (P, q = 1,2,3) 

(lOa) 

<l>q == <I>(Tlq, T 2</, T3q; rT~1q, rT~2q, rT~3q) = expDq, 

(lOb) 

where ~pq is a shorthand notation for the two-compo­
nent complex 

~ == (~pq) . 
pq 11 pq 

Recall that the I; and 11 are the variables that enter in 
the baSis function 

(11) 

(0 - 1) _ 
InEq.(10b),rTisthetransposeofr==\1 0 ,and~ 
is the complex conjugate of~. The Dare 3 x 3 deter­
minants, namely 

TP1 Tp2 Tp3 

Dp = ~P1 ~P2 ~P3 , 

l1p1 l1p2 l1P3 

(12a) 

Tlq T2q 73q 

Dq = ~1q ~2q T13q 

-I1q-~2q-~3q 

(12b) 

Finally by dIlN(Z) is meant the "Gaussian" measure 
in the space of N-dimensional complex variables, 
namely 

(13) 

The proof for Eq. (9) is obvious and will be omitted 
here,13 

The computation of the generating function for the 9j 
symbol is thus reduced to the evaluation of the right­
hand side of Eq. (9). This can be done in three steps. 

St ep 1: Integrate over the va!iables ~ 1'l..' Only 
four of the six D's, namely D1 , Dq , q = 1,~, 3, con­
tribute here. Write 

"D = "'E (c ~1 + d rhq ) + E, L...J q q q q 
q q 

where 
cq == 73q ij2q - 7 2q 7i3q, 

E == "'E Tiq 02q,3q, 

with q 

6pq ,pfq' == I I;pq I;p,q, I 
lIpq l1pfq' 

then14 . 

J dIl6(~11' ~12' ~13) exp(c'~1 + d'ij1) 

x exp(D1 + E) = expj, 

711 712 T13 

j= C1 C2 C3 +E. 

d 1 d2 d3 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

Step 2: Integrate over the variables ~2q' Rewrite 

<71 <72 <73 

j = ~21 ~22 ~23 + (C"~2 + d"~2) + E f
, (21) 

1121 1122 1123 

(22) 

(23) 

(24) 

(25) 

(26) 
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with ( , ') 711 722 723 

,A == 7127~17~3 . 

713 721722 

(27) 

Since E' and D3 are independent of the variables ~2 , 
the relevant expression is q 

exp(E' + D3 ) In dJ.l.3(~2q) exp(e"~2) 
q 

x J ndJ.l.3(1]2q) exp(d"~2) exp[(o x ~2)'~2] expD2 
q 

= exp(E' + £3) In dJ.l.3(~2q) exp(e"~2) expX, 
q (28) 

where 
X == d"'~2 + ~~A~2 (29) 

with 

d" == (d' x 7 ) 
q 2 q' (30) 

= ::::~ ). 
°1 1"21 + 021"22 

(31) 

The last integral in Eq. (28) can be performed with 
the aid of Bargmann's theorems on the Laplacian in­
tegrals. 15 The result is 

Jnd~2q exp[- ~~ (1 - A)~2 + e"~2 + d"'~2] 
= det(l - A)-l expd" T(l - A)-le' 

(32) 
with 

det(l - A) = (1 - °1 1"21 - 021"22 - 031"23)2. (33) 

Last Step: Integrate over the remaining variables 
~3q' The remaining expreSSion is 

p == det(l - A)-l J dJ.l.3(~3q)dJ.l.3(1]3q) 

x exp[E' + D3 + d"T(l-A)-l e ']. 

The last term in Eq. (34) can be rewritten as 

d" T(l - A)-le' = H P1]3 

in which e' is given by Eq. (23), d" by Eq. (30) and 

(34) 

(35) 

(36) 

P == [det(l- A)]-1/2 HT L ~23 
\. 722 

o - 1"21 H. (37) 
1"23 - 722) 

- 721 0 

Equation (34) then becomes (dropping now the sub­
scripts 3 on the ~'s) 

p = det(l - A)-l J dJ.l.3(O dJ.l.3(1]) 

x exp[(A x ~).ij + (1"3 X ~)'1] + ~T p1j] 

= det(l - A)-l J djJ.3 W exp[(A x ~ + P P)'(1"3 X ~)] 
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= det(l-A)-l J dJ.l.3W exp~T~H 

= det(l - A)-l. det(l - n)-l, (38) 

where 

(39) 

(40) 

The final result is remarkably simple. The generating 
function for the 9j symbol reads 

p (1",7') = N L {9j} n 1" ;pq 7,;/,q 
k.k' P.q q q 

= det(l - A)-l'det(1 ~ n)-l 

== [G(1", 1"')t2 

in which det(l - A)-l is given by (33) and 

det(l - rl) = [ 1 - 7 31(A1 + P23) - 7 32(A2 + P 31 ) 

(41) 

- 1"33(A3 + P12)]2. (42) 

With the substitution of the matrix elements ~j from 
(37), we get 

3 6 

G(7,1"')=1- L; a pq - L ba , 
P.q=l a=l 

(43) 

where 

(ba) == 

~2~21"~~3 ~3~3~1~2) 
1"121"321"21 723 713 7 33 721 72z ,(44) 

~2~2~1~3 ~3~3~1~2 

1"11 1"111"321"321"231"23 

73l T31 1"22 T22 T13 713 

T21 Th T121"12 733 T33 

- T11Tl1 T22T22 T33 733 

- 721T217327321"13713 

- 73l T31 T12T12T23 Tb 

(45) 

Note that the sum of the six b terms may be written 
as det I TpqTpq I , namely, 

6 T11Th T12T12 713 Tb 
r; 
a =1 

b =-a T21 T21 722T22 723 Tb , (46) 

T3l 731 T32 T32 T33 T33 

where the indices of the entries in (46) may be re­
garded as complementary to those in (44). 

Comparison with Schwinger's result shows that the 
SchWinger's expression [Eq. (4.37) of Ref. 3] differs 
from our Eq. (43) in a few changes of signs and some 
shifts in the primes. Since our expreSSion [Eqs. (44) 
and (45)] cannot tolerate such changes without ruin­
ing the symmetry of the problem, we believe that 
these discrepancies are most likely typographical in 
origin. 
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m. EXPANSION FORMULA FOR THE 9j COEF­
FICIENT 

Expanding [G(T, T')]-2 in powers of T and T', we have 

N 6 {9j} n Tpkpq T'pkpq 
k k' q q 
,~q S 

fl~ (n + 1) C'~1 apq + a~1 ba)n 

3 S Vpq b"'a 
= 6 (n + 1)! n n a pq a 

n ~O p,q~1 a~1 II pq! Wa! 
(47) 

Comparing the coefficients of Tpq and T;q on both 
sides of this equation, we get 

(n + 1)! 

V,W 

where the summations on the right-hand side are sub­
ject to the following set of matrix component-wise 
constraints: 

(49a) 

(49b) 

(50) 

(51) 

The caret operation on any matrix element Zpq is de­
fined here as 

3 

Zpq == 2:: Zpq - Zpq 
p~1 

l'" m '" p. (52) 

Note that kpq' k;q,lIpq ' and wa are all nonnegative in­
tegers. Witli the aiii of the identities (4) and (6), we 
have 

Thus Eq. (49) reads 

kpq = n - Kq - IIpq + Wpq == 'Jr.pq , 

kpq = n - Jp - IIpq + Wpq == 'Jr. pq • 

(53a) 

(53b) 

(49a') 

(49b') 

From Eqs. (3a) and (3b), we get the same expression 
for j pq , namely 

(54) 

The implication of this statement will be taken up in 
Sec. V. Before we eliminate those redundant summa­
tion variables, let us dispose of the symmetry pro­
perties of the 9j coefficient, 

IV. SYMMETRY OF THE 9j COEFFICIENT 

The symmetry of the 9j coefficient is embodied in 
those operations which leave the generating function 
formally invariant. By formally invariant we include 
those cases where the determinant [Eq. (46)] may 
undergo a change of sign, thus resulting in an over­
all phase factor for the 9j symbol. It will be conve­
nient to speak of the operations on the various sets of 
nine quantities jpq, kpq, kpq' Tpq ' T;q' IIpq' and a pq in 
terms of their respective 3 x 3 matrix arrays. Thus 
one can easily read off the symmetry from Eqs. (48)­
(54). 

(i) A permutation of given two rows or two columns 
in the j matrix implies a corresponding permutation 
in the k and k' matrices simultaneously. This induc­
es a corresponding permutation in the II and W ma­
trices on account of the constraint conditions <9k = 
CP 'Jr. and <9k' = <9 'Jr.'. The effect on the six wa are 
such that the set (WI' W2' W3 ) is mapped onto (w4 , w 5 , 
ws ) and vice versa. Thus for an odd number of per­
mutations of rows and columns, there is a net change 
of phase equal to (- 1) Ewa which is (- I)J == (-1) Lipq 

by virtue of Eqs. (4), (6), (49), and (50). 

(ii) Transposition of the j matrix implies k H k' T and 
hence 'Jr.H 'Jr.'T, or II H liT and W H w T, (Le., w5 H ws ). 
This clearly leaves Eq. (48) invariant. 

The symmetry (i) and (ii) corresponds to preCisely 
the 72 element symmetry discussed by Jahn and 
Hope. 4 As was in the case of 3j and 6j symbols, the 
Bargmann approach enables one to read off the under­
lying symmetry in a quite transparent way. 

V. EXPLICIT EXPRESSION FOR THE 9j COEF-
FICIENT 

The expansion formula (48) calls for a sum over 15 
variables (lIpq ' wa ) [if we disregard n as being fixed 
by (50)J subJect to the constraint conditions (49). 
Half of the 18 constraints in (49) are actually re­
dundant. The simplest way to see this is to note that 
the j matrix (54) reconstructed from the k and k' 
matrices turns out to be identical for both {49a} and 
(49b). Thus the number of independent constraints 
equals the number of the given j pq' which is nine in 
this problem. 

We find that, consistent with all the constraint con­
ditions, the 15 summation variables are expressible 
in terms of a basic set of six independent variables 
za' The solutions to (49) can be described in gener­
al as follows. 

We let 

, = + h Wpq - Wpq pq' 

where 

(

hI + h4 h3 + hs 

(hpq ) == h3 + h5 h2 + h4 

h2 + hs h1 + h5 
withlS 

h1 == jll + j23 + h2' 

h3 == j21 + j12 + j33' 

h5 == j21 + j32 + j13' 

h4 == jll + j22 + j33' 

hs == j31 + j12 + j23' 

(55) 

(56) 

(57) 

(58) 
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Then Eqs. (49a) and (49b) are exhausted by 

Zpq + W;q = J for all p, q = 1,2,3 

by virtue of the identities 

(59) 

Then the Wex may be expressed as 

(62) 

J - hpq == kpq + Jpq = k;q + Gqp)T 
and 

- - (~ )T Zpq - Zqp • 

(60) 

(61) 
Wex == ~ (J - n) + Zex - hex, (lI == 1, ... , 6 (63) 

with 6 

An explicit solution then calls for a particular choice 
of (i) Zpq in terms of a basic set of six Zex and (ii) Wex 

in terms of wp • Among many essentially equivalent 
sets of such solutions, one sufficiently symmetric set 
is obtained by taking the structure of Zpq in exactly 
the same form as that of the Wpq of (51), namely 

n == ~ zex' (64) 

~~11 
, J21 

t j31 

where Zpq are given by (62) and the summation is 
over all za ~ 0, such that all the factorial quantities 
are nonnegative integers. 

The symmetry discussed in Sec. IV is of course mani­
fest here. An odd number of permutations of rows 
and columns of the j matrix which can be compensat­
ed by the interchange of the set (Zl' z2' Z3) with (z4' 

zS' z6) yields a net change of phase equal to 

(- 1)24+25+26-21-22-23 == (_ 1)I:w c< == (- 1)J 

by virtue of (63). 

(b) The summation variables zIs in (65) and (65') 
may be integers or half-integers (depending on jp'l)' 

By a Simple change of basis, the summation variaoles 
can be chosen to take on nonnegative integers only. 
From (65a), let (p = 1,2,3) 

ex =1 

The last expression follows from (53) and (55). 

We thus get an explicit expression for the 9j coef­
fiCient from Eqs. (48), (55), and (63): 

We record below two alternate forms which, while 
manifesting slightly less symmetry than (65), have 
other redeeming values: 

(a) The unpleasant factor of ~ in (65) may be re­
moved by taking in place of (63), 

then 

Wp == J - n + zp - hp , 

wp+3 == zp+3 - hp+3 , 

Xp == zp + z4 - jpp == IIpp , 

x p +3 == zp+3 - x 4 (1 - lip1) - hp+3 ; 

then 

6 
(- 1)X4+x5+

x
6 (1 + to + ~ xa - x4 )! 

/3=1 

where the matrix (xp ) is formed in terms of xexan­
alogously to the strugture of the matrices W p'q' Zpq_ 
and hpq before except that x4 is now absent along tne 
diagonals. The parameters are given as follows 
(p ". q '" r == 1,2,3): 

J.Math. Phys., Vol. 13,No. 1. January 1972 

tpq == jqr + jrp - jpp - iqq , 

to == J - 2 trj = trk == trk', 

sp == tri - iqr - irq • 

(65) 

(63') 

(65') 

(65") 
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l'he folloWing remarks seem in order. 

(i) As already pOinted out in the beginning of this 
section, the number of outstanding summation vari­
ables equals the number of terms (a's and b's beside 
the identity term) in the generating function less the 
number of the j's in the problem. We recall that, for 
the case of Racah coefficient, such a reduction from a 
sevenfold to a single sum, as shown by Bargmann, 
readily yields the well-known Racah's formula.17 In 
this spirit, Eq.(65) may be regarded as the corres­
ponding explicit expression for the 9j coefficient. 

(ii) As one of the consistency checks on the expres­
sion (65), it is perhaps instructive to verify explicitly 
the folloWing well known identity18: 

In establishing (66) directly from (65), we observe 
that in the limit j33 ~ 0, the six triangle relations of 
the 9j symbol collapse into four triangle relations for 

the 6j symbol, namely <1>3 and $3 of Eq. (10) both tend 
to 1. This implies that the following limit is to be 
taken19 : (T3V T32' Tb, Tb)~ 0, (T33 , T33)~ l,and 
T32 ~ T31 , T23 ~ Tb· The net effect is that in Eqs. 
(44) and (45), (all' a12 , a21> a22)~ 0 and (b 1, b2, b5, 
b6)~ O. This necessitates (vll , v1Z ' vZ1 ' vZZ)~ 0 and 
(w1, w2' w5' w6)~ O. The rest of the variables are 
now expressible in terms of one independent variable, 
say x == k23 - 2z4, namely 

(Zpq - jpq) == (Vpq) 

{,-Lx 
n == J1 + x, 

W3 == kiz - x, 

W4 == ki1 - x. 

In this way, the Sixfold sum in (65) is sl.mply re­
duced to a single sum, and we have 

(67) 

{ 
(- l)x (1 + J1 + x)! 1 

9j}j =0 == N-1(-I)k~1I; ----------
33 x x! (kh - x) ! (kiz - x) ! (k23 - x) ! (J1 - J2 + x)! (J1 - K1 + x) ! (J1 - K2 + x) ! 

(1 + J )' == N-1(- l)kh 1 . 

kh!kiz!k23!(J1-J2)!(J1-K1)!(J1-K2)! 

X 4F3 (2 + Jl> - kb, - kiz - k23 ; 1 + J1 - J2, 1 + J1 - Kv 1 + J1 - K2; 1). (68) 

Apart from a normalization constant, the right-hand 
side is precisely the Racah coefficient, since in our 
notation we have 17, 20 

(J1 -J2)! I(J1 -K;)!ki1!ki2!k23 ! 

x 4F3(2 + J1,- k~l>- k~2'- k23 ; 

1 + J1 - J2, 1 + J1 - K1, 1 + J1 - kz; 1). (69) 

Combining (68) with (69) gives immediately (66) with 
the correct constant and phase factors as expected. 

We note in passing that this 4F function structure for 
the Racah coefficient in general satisfies a criterion 
called Saalschutzian21 [Le., AFO(a;;bj;x) WithI;bj == 
1 + I;0i]. A contrary statement in the literature22 is 
traceable to an incorrect transcription of the Racah's 
formula. 

(iii) In the present approach, we have no immediate 

1 V. Bargmann, Rev. Mod. Phys. 34, 829 (1962). The notation of this 
paper is followed when possible. 

contact [other than through Eq. (1)] with the other 
standard formula, namely18 

J
~l1 ~1Z ~13? 
~21 ~Z2 ~23{ 
131 h2 h3) 

==!: (-1)2j(2j + 1){!11!21!31}{~12~22!32tjj13!23!33t 
j J32h3J J21 J J23 ilJ J11h2 \ 

(70) 
We leave it as an open question here whether (65) 
could yield (70) directly. 

(iv) Finally, it seems desirable to examine the func­
tional structure of the 9j coefficient in the light of 
known facts on the lower hierarchy. While the Cleb­
sch-Gordan coefficient is a 3F2(a1, 02, a3; bv b2; x) 
function at x == - 1, and the Racah coefficient is a 4F3 
(ot, a2, a3, a4: bv b2, b3; x) function at x == 1, a naive 
conjecture that the 9j coefficient might also belong to 
some hypergeometric p;; family turns out to be false. 
The best that can be saia in this regard is that the 9j 
symbol is a folded products of either 3F2 or 4F3 func­
tions. Stated otherWise, (65b) can be transcribed into 
integral representations (of dimensions either six or 
nine) which can be shown to be quite different from 
the known representations of a single pFq function. 

2 E. P. Wigner, famous unpublished 1940 manuscript, reprinted in 
Ref. 5. 
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3 J. Schwinger, famous unpublished 1952 AEC Report, reprinted in 
Ref. 5. 

4 H.A. Jahn and J. Hope, Phys. Rev. 93, 318 (1954). 
5 L. C. Biedenharn and H. Van Dam, Eds., Quantum Theory of 

Angular Momentum (Academic, New York, 1968). A very ex­
tensive bibliography on the subject may be found. 

6 Apart from some possible misprints in Eq. (4. 37) of Ref. 3. See 
renfarks following Eq. (46) of the present paper. 

7 T. Regge, Nuovo Cimento 10,544 (1958); 11,116 (1959). 
8 See Ref.1. 
9 See, e.g.,A. R. Edmonds,Angular Momentum in Quantum Mech­

anics (Princeton U. P., Princeton, N.J., 1957). D. M. Brink and 
G. R. Satchler, Angular Momentum (Oxford U. P., London, 1968), 2nd 
ed. Other references may be found in Ref. 5. 

10 Ref. 1, Eq. (4. 1). 
11 Eq. (1) is quite well known. See, e.g., Ref. 2, Eq. (78b), Ref. 4, 

Eq. (3), and many standard texts such as Ref. 9. 
12 The particular combination of rT~ in Eq. (lOb) as compared to ~ 

in Eq. (1Oa) in essence accounts for the difference in writing the 
contravariant and covariant indices in the corresponding state 
vectors. For details, see, e.g., Refs. 1 and 2. 

13 The proof is exactly parallel to that leading to Eq. (4.13) of 
Ref. 1. 

14 The integral in Eq. (19) is done exactly the same way as the steps 
leading to Eq. (4. 16) of Ref. 1. 

15 See the Appendix of Ref. 1. 
16 It is obvious that the index labeling of h" is in accordance with 

that of Eq. (45). 
17 G. Racah, Phys. Rev. 62, 146 (1942). Cf. Ref. 1, esp.equation follow-

ing (4.20); and Eq. (69) of the present paper. 
18 See any standard textbook, such as Ref. 9. 
19 Note that (k31 , k32' ki~, k23) --> 0 as h3 --> O. 
20 It is trivial to transcnbe the summation expreSSion of the 

Racah's formula (Ref. 17) into a hypergeometric function of the 
4F3 type (with argument x = 1). . 

21 See, e. g., L. J. Slater, Generalized Hypergeometric Functions 
(Cambridge U. P., Cambridge, 1966), esp. p. 42. 
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and N are both large, universal properties independent of the global eigenvalue distributions. In particular, the 
spacing distributions would be identical with those calculated for more special ensembles by Wigner, Gaudin, 
and Mehta. 

1. THE WIGNER ENSEMBLE 

Wigner 1 proposed, as a mathematical tool rather than 
as a physical model for the description of complicat­
ed nuclei, the "Gaussian Ensemble" of random mat­
rices. The Gaussian ensemble Ee is defined as the 
set of all real symmetric (N x N) matrices M with the 
probability-distribution 

is to say, so long as attention is confined to a group 
of n consecutive levels, whel'e n is a number very 
small compared to N. 

p{M) = c exp{-TrW/ a2 ). (I. 1) 

Here N is any integer, a is a real number, and c is a 
normalization constant depending on Nand a. Wigner 
suggested that in some respects the statistical be­
havior of the eigenvalues of a matrix M chosen at 
random in the ensemble Ee would mimic the behavior 
of highly- excited energy levels of a complex nucleus. 
Since the number of levels of a real nucleus is infi­
nite, the representation of the levels by a finite ma­
trix cannot be complete. It was Wigner's suggestion 
that the levels of the nucleus and of the random ma­
trix in Ee should behave in the same way locally, that 
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One of the first results of the theory of random ma­
trices was Wigner's Semicircle Law. This law2 states 
that the denSity of eigenvalues per unit energy E of a 
matrix in the ensemble Ee tends to the limit 

r{E) = {2/1Ta2)(Na2 - E2)1/2, IEI<Nl/2a, 

= 0, lEI> N1/2a, (1. 2) 

as N -> exl. The law was proved by Wigner for a large 
class of matrix ensembles of which EG is a special 
case. The essential requirement upon which the vali­
dity of (1. 2) depends is that the matrix elements of 1\11 
be independent random variables. 

In spite of its mathematical elegance, the semicircle 
law is in violent contradiction with the facts of nu­
clear physics. The level denSity in real nuclei has 
roughly the form 
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r(E) = c exp(bEl/2) (1.3) 

and bears not the slightest resemblance to a semi­
circle. The disagreement between (1.2) and (1. 3) does 
not contradict Wigner's hypothesis that the eigenva­
lues of a matrix in Ec and the levels of a nucleus 
should have the same local behavior. Equation (1. 2) 
describes the global behavior of eigenvalues in Ec' and 
Eq. (1. 3) the global behavior of nuclear levels. Their 
local behavior could well be the same even when their 
global behavior is different. Nevertheless the semi­
circle law is a stumbling block for anyone who wishes 
to believe that the Wigner ensemble gives a useful in­
sight into the behavior of real nuclei. Professor G. E. 
Uhlenbeck3 expressed the problem succinctly with the 
words: "If you admit that the Wigner ensemble gives a 
completely wrong answer for the level density, why 
do you believe any of the other predictions of random­
matrix theory?" 

The only effective way to answer Uhlenbeck's criti­
cism is to exhibit a new ensemble EB of random ma­
trices which satisfies four requirements: (1) It pre­
dicts a global level-density distribution in agreement 
with observation. (2) It predicts a local statistical be­
havior of energy levels in agreement with the Wigner 
ensemble. (3) Its definition is physically plausible. 
(4) Its consequences are amenable to mathematical 
treatment. The purpose of this paper is t-o construct 
such an ensemble. Section 2 is occupied with the de­
finition of EB , Sec. 3 with the verification that it has 
property (1),and Sec. 4 with an incomplete verifica­
tion of property (2). Whether EB also satisfies re­
quirements (3) and (4) is a question of taste which the 
reader must judge for himself. 

This is not the first proposal of a new ensemble to 
describe nuclear levels while avoiding the unrealistic 
features of the Wigner ensemble. The most success­
ful attempts in this direction were made recently by 
Bohigas and Flores4 , 5 and independently by French 
and Wong. 6 ,7 The Bohigas-Flores and FrenCh-Wong 
ensembles take into account from the beginning the 
fact that the nuclear Hamiltonian is not truly random 
but is composed of one-particle energies and two­
particle interactions whose general structure is known 
from the empirical validity ofthe nuclear shell model. 
Study of these ensembles is still at an early stage. 
They will certainly be further refined and improved, 
and it is much too soon to pronounce them inadequate 
because they have not yet overcome all difficulties. 
In their present form, the Bohigas- Flores and 
French-Wong ensembles do not satisfy items (1) and 
(4) in our list of requirements. They predict a level 
density which is roughly Gaussian instead of semi­
circular, but still quite different from the empirical 
density (1. 3). They are mathematically so intractable 
that all theoretical analYSis so far has been based on 
numerical Monte-Carlo computations of the behavior 
of matrices of comparatively low order. We do not 
yet have any firm evidence of the behavior of these 
ensembles in the limit N -> (f). On the other hand, they 
seem to satisfy well the reqUirements (2) and (3). 
Further study and development of these ensembles 
will certainly be helpful in bringing random-matrix 
theory into closer contact with physical reality. 

Another previous proposal of a new type of random­
matrix ensemble was made by Leff8 - 10 and by Fox and 

Kahn 11; see also Sec.17.3 of Mehta's book.12 The 
Leff- Fox-Kahn proposal was in essence identical 
with a limiting case of the ensemble EB proposed in 
this paper. Only their physical motivation was differ­
ent, and they did not go very far in calculating the con­
sequences of their proposal. 

The suffix B in the symbol EB stands for "Brown," 
since the most natural definition of the new ensemble 
arises from the Brownian-motion model of random 
matrices introduced by Dyson. 13 

2. THE BROWNIAN ENSEMBLE 

Let H 0 be the Hamiltonian of an approximate model 
of a nucleus. For example,Ho might be 

(2.1) 

where the E j are the energies of independent- particle 
orbits in a nuclear shell model, and the n· are Fer­
mion occupation numbers taking the valu~s 0 and 1. 
Alternatively,lIo might be a collective model Hamil­
tonian or a hybrid single-particle-collective model. 
We assume that H 0 has one unrealistic feature; there 
is a high-energy cutoff, so that the total number N of 
nuclear states is finite. H 0 is then a real symmetric 
(N x N) matrix. 

Let r(E) be a smooth function representing the den­
sity of levels of an actual nucleus around the energy 
E. For example,r(E) might have the empirical form 
(1. 3). We do not assume that the eigenvalues of Bo 
follow the distribution r(E), but we suppose the high­
energy cutoff applied to r(E) so as to make the total 
number of levels 

J r(E)dE =: N, (2.2) 

the same for r(E) as for the model Hamiltonian Ho' 

Consider a classical electrostatic model in which r(E) 
is the denSity of negative electric charge distributed 
along a straight line. According to the laws of two­
dimensional electrostatics, this charge generates a 
potential 

u(E) =: Jr(lI.) 10giA - EldA 

and an electric field 

f(E) =:- au = Jr(II.)(A - E)-IdA. 
aE 

(2.3) 

(2.4) 

Let M be any real symmetric (N x N) matrix. We can 
define a generalized electric field 

(2.5) 

In the space of matrices M, this field is the gradient 
of a potential 

f(M) = - gradu(M), 

u(M) = Jr(lI.) logl Det(II.IN - M)ldll.. 

(2.6) 

(2.7) 

Although in the application to nuclear physics we are 
interested in real symmetric M, it is mathematically 
convenient to consider at the same time the cases in 
which II 0 and M are either complex Hermitian or qua­
ternion-real self-adjoint matrices. The definitions 
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(2. 5)- (2. 7) are meaningful in all three cases. As 
usual (see Dyson 14) we introduce the parameter {3 to 
denote the number of independent components 

Mij, £lI=l, ... ,{3 i,j=l, ... ,N, (2.8) 

of each matrix element of M. Thus (3 = 1, 2, 4 for M 
real, complex or quaternionic, respectively. 

Let the matrix M undergo a Brownian motion con­
strained by the "electric field" (3fW). The change of 
M during an infinitesimal time-interval ot is an in­
finitesimal random matrix oM whose first moment is 
given by 

(oM) = f3f(M)ot, (2.9) 

while the second moments are 

(2. 10) 

The form of the right-hand side of Eq. (2. 10) is deter­
mined by the requirement that the Brownian process 
be independent of the representation of M. The form 
of Eq. (2.9) is imposed by the physical requirement 
that the eigenvalues of M should be "pulled" toward 
the distribution r(E) during the Brownian process. If 
P (M, t) is the probability distribution of matrices M at 
time t,the moment equations (2.9) and (2.10) imply 
the Ornstein-Uhlenbeck equation 

(ap/at) = div[gradP - {3Pf], (2. 11) 

which fixes the development of p with time. Here the 
operations div and grad are defined in the space of 
matrices M. The parameter t is a fictitious time hav­
ing nothing to do with real physical time. 

We are now ready to define the Brownian ensemble 
ED. Given the model Hamiltonian Ro, the level-density 
r(E),and the positive real number T,Eo is defined as 
the set of matrices M with probability-densitypW, T), 
where pW,t) is the solution of (2. 11) with the initial 
condition 

p(M,O) = o(M - Ro). (2.12) 

Thus Eo is the ensemble obtained by starting with M = 
H 0 and allowing M to follow the Brownian process 
(2.9), (2.10) for a finite time T. 

What is the meaning of the parameter T? If L is the 
length of the energy interval over which the distribu­
tion r(E) extends, then 

D = LN-1 (2. 13) 

is an average spacing between levels. We have the 
rough estimate 

(2. 14) 

while for small T,Eq. (2.10) gives 

(2.15) 

Equations (2.14) and (2.15) are comparable when 

(2.16) 

J. Math. Phys., Vol. 13, No.1, January 1972 

For T « ND2, we are in the domain of "small pertur­
bations," and the matrices M in ED are still concen­
trated around the starting Hamiltonian Ro' For T » 
ND2, the memory of the initial condition is rapidly 
lost, and the ensemble EB approaches the unique sta­
tionary solution of Eq. (2.11), 

q(M) =p(M,co) = c exp[- (3u(M)], (2. 17) 

with u(M) defined by Eq. (2.7). We denote by Es the 
stationary ensemble of matrices with probability-diS­
tribution q(M). Es is independent of Ro. The ensemble 
studied earlier by Leff8 ,9,lO and Fox and Kahnll was 
essentially identical with Es' 

To describe more precisely the approach of Eo to the 
limit Es, we observe that the Ornstein- Uhlenbeck 
equation (2.11) is self-adjoint with respect to the 
metric 

(p,P') = !pq-1P'dM, (2.18) 

where the integration extends over the space of ma­
trices M. For if R denotes the operator 

Rp = div[gradp + {3p gradu], (2.19) 
then 

(p,Rp') = - ![(grad(q-1p)'grad(q-1p')]qdM= (P',RP), 
(2.20) 

The eigenstates Pj and eigenvalues )."j of R are related 
by 

(2,21) 

with the normalization condition 

(2,22a) 

Equation (2.21) implies that all Aj are strictly nega­
tive except for the unique zero eigenvalue 

Ao = 0, Po = q. (2. 22b) 

The probability distribution of the ensemble EB is 
explicitly 

p(M, T) = q-1(Ro)~ exp(Aj T)Pj (RO)p) (M). (2.23) 
1 

We can estimate roughly the size of the smallest non­
zero Aj by taking in Eq. (2. 21) a linear ansatz 

Pj(M) = q(M) Tr(AM) (2,24) 

with A a constant matrix, Then 

A
J 

= - Tr(A2), (2.25) 

while the normalization condition (2. 22a) gives 

Hence the nonzero A) are all of magnitude 

(2.27) 

or greater. Equation (2.23) then implies that the en­
semble Eo tends to the limiting distribution (2.17) 
with exponential speed as soon as T » ND2. 
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The physical meaning of the definition of EB may be 
summarized as follows. The true Hamiltonian M of a 
nucleus is derived from the model Hamiltonian H 0 by 
an unknown perturbation. The ensemble EB is obtain­
ed by regarding all perturbations of H 0 as equally 
likely, subject to two restrictions, (i) the overall 
strength of the perturbation is determined by the para­
meter T, and (ii) the perturbation is biassed in such a 
way as to pull the eigenvalues of M toward the observ­
ed distribution-function r(E). As T ~ oo,EB tends 
rapidly to the ensemble E s which is independent of the 
starting-model Ho and depends only on r(E). 

3. EIGENVALUE DISTRIBUTIONS 

Let P (E l' .•. ,EN' T) be the joint probability distribu­
tion of the eigenvalues of a matrix M in the ensemble 
E B • The Brownian process (2.9), (2.10) induces a 
Brownian motion of the eigenvalues E j with 

<OE)} =f3~(Ej)- L;(Ek-Ej)-l]ot = -f3;: bt, 
k"'J } (3.1) 

W = B u(E)- 66 10g1Ek - Ejl, 
J j<k 

(3.2) 

(3.3) 

Equations (3.1)-(3.3) imply the Ornstein-Uhlenbeck 
equation 

OP = .6-0- (oP + f3P OW) (3.4) aT j aE j aE
J 

oE j 

for the joint eigenvalue distribution. As T ~ 00 and 
E B ~ Es ' the eigenvalue distribution tends to the limit­
ing form 

P(El"" ,EN,oo) = c exp(- f3w) 

= C~~k IEk - E j 1
8
) exp (- f3fU(Ej». 

which has been studied in detail by Leff. lO 
(3.5) 

It is convenient to normalize the jOint probability dis­
tribution so that 

The one- and two-level distribution functions in EB 
are 

p(E, T) = [l/(N - 1)!]j .. . 

X jP(E,E2, ... ,EN' T)dE2 ••• dEN' (3.7) 

P2(E ,E', T) = [1/(N - 2)!]} .,. 

X jP(E,E',E 3 , ••• ,EN,T)dE3 '" dEN' (3.8) 

with the normalizations 

jp(E,T)dE =N, 

j p2(E,E',T)dE' = (N-1)p(E,T). 

(3.9) 

(3. 10) 

When Eq. (3. 4) is integrated over E 2 , ••• ,EN' the re­
sult is 

~~ = o~ [~~ + (3p(~)+ f3jp2(E,E', THE' - E)-ldE], 

(3.11) 

We write 

P2(E,E') = p(E)p(E')[I- y(E,E'»), (3.12) 

the dependence of each factor on T being understood. 
Equations (3.9) and (3.10) then imply 

jp(E')y(E,E')dE' = 1. (3.13) 

Equation (3.11) becomes 

oP/ot--L(oP +(3po(u-v) 
- oE oE oE 

with 
- (3pJp(E')y(E,E')(E' - E)-1dE') , (3.14) 

U - v = J[r(A) - P(A)] 10giA - EldA. (3.15) 

All equations up to this point are exact. We now make 
the approximation of assuming that the function 
y(E,E'), which according to Eq. (3.12) describes the 
statistical correlation between eigenvalues at the 
pOSitions E and E',is a short-range quantity. Specifi­
cally, we shall neglect the second and higher moments 
of y (E, E ') with respect to the difference variable 
(E' - E). Physically, the range within which y(E ,E') 
is Significant may be expected to be of the order of 
the mean level-spacing D. If p(E) varies appreciably 
only over intervals of the order of L = ND, then the 
errors involved in neglecting the second moment of 
y(E,E') should be of the order N-2. We call the ne­
glect of the second moment the hydrodynamical ap­
proximation, since the same approximation is made 
in deducing the equations of classical hydrodynamics 
from the Boltzmann equation. 

It is convenient to transform y (E, E ') to a function of 
sum and difference variables 

y(E ,E') = Y(s,z), 

s = t (E + E'), z = E' - E. 

The first moment vanishes, 

J zY(s,z)dz = 0, 

(3.16) 

(3. 17) 

(3.18) 

because Y(s,z) is even in z. Equation (3.13) becomes 

Jp(E + z)Y(E + tz,z)dz = 1. (3.19) 

When p(E + z) and Y(E + tz ,z) are expanded in a 
Taylor series around the values p(E) and Y(E, z), the 
terms in (3.19) linear in z vanish by (3. 18),and the 
higher terms are assumed negligible. Therefore 
Eq. (3. 19) reduces to 

p(E)JY(E,z)dz = 1. (3.20) 

We now apply the same procedure to the integral 
which appears in Eq. (3. 14). The integral is 

jp(E + z)Y(E + tz,z)z-ldz 

= j(P(E) + z ~i + ... ) (Y(E,Z) + !z ~~ 
+ ... ) z-ldz 

= (op/oE)jY(E,z)dz + tp(%E)jY(E,Z)dz, 
(3.21) 
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the terms in z-1 and z again vanishing by symmetry, 
and the higher terms by hypothesis. By virtue of 
Eq. (3.20), (3. 21) reduces to 

l.p-lQf... 
2 aE· (3.22) 

Hence the "hydrodynamic" equation (3.14) becomes 

ap = ~ (1 _ l.(3) ap + (3 a(u - V») = ~ ({3 alJ;) 
aT aE 2 aE P aE aE p 'OE ' 

(3.23) 
with 

lJ; = u - v + T logp, (3.24) 

where (u - v) is given by Eq. (3. 15),and 

(3. 25) 

Instead of a linear equation (3.4) for the N-Ievel dis­
tribution-function P, we have a nonlinear equation 
(3.23) for the single-level distribution-function p. 
The potential lJ; has the form of a "free energy," being 
equal to the electrostatic energy generated by the 
charge distribution (r - p), plus an entropy term 
(- TS), with 

S =- logp, (3.26) 

and the fictitious temperature T given by Eq. (3. 25). 
The case of complex Hermitian matrices ({3 = 2) is 
particularly simple, since then T = 0 and lJ; is linear 
in p. In the application to nuclear physics, we have 
(3 = 1 and T = ~. 
Equation (3.23) takes a SImpler appearance when ex­
pressed in terms of Lagrangian rather than Eulerian 
variables. Let E (n , T) be defined as a function of the 
continuous variable n by 

JE(n. T) pdE = n. 
-co 

(3.27) 

Thus,for integer n,E(n,T) is roughly the mean posi­
tion in the ensemble EB of the nth smallest eigenvalue 
of j\!i. The Lagrangian form of Eq. (3.23) is 

dE al/l 
dT = - (3 aE· (3.28) 

The derivative on the left of Eq. (3.28) is taken at fix­
ed n, that on the right at fixed T. In terms of Lagran­
gian variables, 

lJ;(E) = u(E) - JlogIE(n) - Eldn - T 10g(~~} (3.29) 

From Eq. (3.23) or (3.28) it follows that the level­
denSity p for the stationary ensemble Es is character­
ized by 

lJ;(E) = const. (3.30) 

The stationary p thus satisfies the equation 

p(E) = c exp{- T-l J [r(x) - p(X)] logl A. - E I dX}. 
(3.3Ia) 

This equation has appeared before in the calculation 
of the asymptotic form of the level-spacing distribu­
tion for large spaCings (see Dyson 15). Recently 
Mehta16 and Widom 17 have checked the accuracy of 

J. Math. Phys., Vol. 13, No.1, January 1972 

Eq. (3. 31a) in the level-spacing application by a more 
exact analysis. They found that the error is actually 
not, as claimed by Dyson,15 of the order N-2, but is 
proportional to (N-2 10gN). It is likely that the hydro­
dynamical approximation which led to Eq. (3.23) will 
also in general introduce errors of order (N-2 log N). 

For the application to nuclear physics, a precision of 
order (N-2 10gN) goes far beyond what is required. 
Statistical fluctuations and imperfections in the experi­
mental data make it meaningless to retain even terms 
of order (N-I logN) in the theory. But the troublesome 
nonlinear term (T logp) in Eq. (3.23) is in fact of order 
(N-I 10gN) relative to u and v. It is therefore suffici­
ently accurate to drop this term and to take for the 
equation defining the level-density p in the ensemble 
EB , 

(3.3Ib) 

In this approximation the level-density of the station­
ary ensemble Es becomes simply 

p(E) = r(E). (3.32) 

The ensemble Es thus satisfies requirement (1) of Sec. 
1 by predicting a global level-density p(E) identical 
with the observed distribution r(E). 

FromEq. (3. 31b) it is easy to see how the level-density 
p(E, T) of the ensemble EB tends to the limit r(E) as 
T -700. First of all, if we choose the starting Hamilton­
ian Ho to have precisely the observed level-density 
r(E), then Eq. (3. 31b) implies 

p(E, T) = r(E) (3. 33) 

for all T. In this case, requirement (1) is fulfilled 
exactly by E B. In practice we shall generally choose a 
model H 0 which has a level density not identical with 
r(E) but reasonably close to it. Then the deviation 

O(E,T) = p(E,T) - r(E) (3.34) 

satisfies approximately the linear equation 

00 _ ~ [{3r(E)Jo (A)(A - E)-IdA] aT - aE ' 
(3.35) 

which can be solved by an eigenfunction expansion 
similar to Eq. (2.23). Instead of solving Eq. (3. 35) 
exactly, we here examine the qualitative behavior of 
6(E, T). Consider a range of energy E small compared 
with L, so that r(E) can be considered constant, say 
r(E) = D-l where D is the local mean level spacing. 
Within this range, the local behavior of /) (E, T) can be 
represented as a superposition of Fourier components 

6(E,T) ~ exp(ikE - yT), (3.36) 

with wavelengths mD, where 

m = (21T/lk In). (3.37) 

Equation (3.35) then gives the dispersion relation 

(3.38) 

So the component of 0 with wavelength mD dies away 
exponentially with the characteristic lifetime 
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(3.39) 

From Eq. (3. 39) we see in detail how the level-density 
p(E, T) conforms locally to the prescribed density y(E) 
on various time scales. After a time T = mD2, p has 
adjusted itself to y everywhere over energy intervals 
of length mD. Beginning at T = D2 ,the correlations 
between neighbouring levels are established. Succes­
sively longer- range adjustments are made as T in­
creases, until for T > ND2 the global level distribution 
approaches y(E) over the whole range of E, and the 
ensemble E8 satisfies requirement (1) everywhere. 

It was proved in Sec. 2 that not only the one-level dis­
tribution p but the entire ensemble EB tends to its 
limiting form Es when T > ND2. It is therefore reason­
able to make the conjecture that all Ihc local mallY­
Icl'c/ correlaliolls wilhill allY group of m COlIsecl/lil'e 
ICI'cls of a malrix ill EB IClld lu Ilic currespollding 
curre/aliolls ill Ihc slatiollary ellsemh/e Es as SOOIl as 
T > IIlD2. We have proved this statement for the one­
level distribution p(E, T) for any value of 111, and for 
all the multiple correlations when II/ = X. Physical 
intuition suggests that the statement should be true in 
general, since the process of "thermal equilibrization" 
of the one-level distribution p within a given energy 
interval must go hand-in-hand with the equilibrization 
of the higher-order correlations within the same in­
terval. The precise form of the many-level correla­
tions in Es will be determined in the following section. 

4. EIGENVALUE CORRELATIONS 

Mehta 18 has calculated analytically the correlation 
functions of all orders for the eigenvalues of a matrix 
in the Wigner ensemble EG • His results take a simp­
ler form in the limit as the total number of eigen­
values N tends to infinity. For any integer 11 .;; N, let 

Pn (E l' ••• ,En)dE 1 ... dEn (4.1) 

be the probability for finding an eigenvalue in each of 
the infinitesimal intervals (E l' E 1 + dE 1) ... (En' En + 
dEn)' irrespective of the positions of the remaining 
levels. This Pn is the nth-order correlation function 
for the ensemble in question. Suppose now that the 
mean level spacing at some place E is 

(4.2) 

As N --) oo,D will generally tend to zero. We suppose 
that the n variables (E l' ••. ,En) are all chosen in the 
neighbourhood of E, so that 

Ej = E + Dxj , j = 1, ... ,no (4.3) 

We keep the quantities x) fixed as N --) 00, while E may 
vary and D tends to zero according to Eq. (4.2). Then 
Mehta proved that the limit 

(4.4) 

exists and is independent of E. The functions Y n are 
called the local correlation functions for the infinite 
Wigner ensemble. If we know all the Y n for a particu­
lar ensemble of matrices, then we have a complete 
description of the local statistical behavior of the se­
quence of eigenvalues of matrices in the ensemble as 
N --) 00. 

Mehta 18 found the explicit form of Y
II 

for the Wigner 
ensemble. Y" is an nth order Pfaffian or quaternion 
determinant, 

(4.5) 

where a 1 is a quaternion with the [2 x 21 matrix re­
presentation 

[ 

s(y) 
adr ) = 

Is(r) - € (r) 
and 

s(r) = (sin(17r)/17r), 

D ( ) 
_ ds(r) 

s r - dr ' 

Is(r) = JI' s(r')dr', 
o 

dr) = ~..!... 
Irl 

DS(r)] 
s(r) 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

The meaning of the notation Q det is fully explained in 
Dyson,19 where Dyson had shown that the identical set 
of local correlation-functions Yn appeared in a differ­
ent ensemble (the so-called circular orthogonal en­
semble of unitary matrices), in the limit when the 
order of the matrices tends to infinity. 

It is plausible that the local statistical behavior of an 
eigenvalue sequence should become independent of the 
global eigenvalue distribution when the total number 
of eigenvalues becomes large. We therefore conjec­
ture that the behavior which Mehta found for the Wig­
ner ensemble and Dyson found for the circular ensem­
ble holds equally for the ensembles EB and Es ' indepen­
dently of the level-density function r(E). Specifically, 
we conjecture that in the stationary ensemble E~ with 
(3 = 1, the limit (4.4) exists and is equal to (4. 5} for 
any choice of reEl. We conjecture that in the Brown­
ian ensemble EB with (3 = 1, the same limit exists with 
the same value, provided that the parameter T defining 
E B varies with N in such a way that 

(4.11) 

The condition (4.11) is weak and is easily satisfied, 
for example by taking T constant. According to Eq. 
(3. 39),the condition (4.11) should be sufficient to en­
sure that eigenvalue correlations come to statistical 
equilibrium over distances larger than mD for any 
finite value of m. 

The conjectured local correlation functions in Es are 
independent of H 0' r(E), and T, butthey are not indepen­
dent of {3. For (3 = 2 and 4, a different set of functions 
replaces (4.5). Namely,for {3 = 2, 

(4.12) 

is an ordinary (n x 11) determinant,while for (3 = I, 

is a quaternion determinant with 

[

S(2r) 
a4 (r) = 

/s(2r) 

Ds(2r)l . 

s(2r) J 

(4.13) 

(4.14) 

Equations (4.12) and (4.14) were proved by Mehta18 
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for the ensembles which are analogous to the Wigner 
ensemble Ec., with f3 = 2 and 4, namely the Gaussian en­
sembles of matrices whose elements are complex or 
quaternion real,respectively. The same r,. are pre­
sumably valid for the ensembles E IJ and Es ' when 
13 = 2,4. 

The mathematical treatment of eigenvalue correlations 
is always Simplest in the case f3 = 2. For this case, 
working with the ensemble Es and an arbitrary distri­
bution-function r(E), Fox and Kahn 11 proved that the 
limit (1.4) exists and has the value (1. 12). Theyob­
tained an explicit formula for the correlation functions 
in the ensemble Es for finite X when ,> = 2, namely 

1',.(E 1 , ••• ,f.,.) = det[KN(EjlE)], 

where 
.v 

K.v(x,y) =/(x)L; P).x)Pj (Y), 
}=1 

(4. 15) 

(4.16) 

and the p, (x) are orthogonal polynomials defined by 

(4.17) 

with the weight-function 

/I,x) = exp[- f311 (x)] (4.18) 

and 1I1,x) given by Eq. (2.3). The existence and value 
of the limit (4.4) then follows from known theorems 
on the behavior of the kernel KNI,x ,y) for large N. 

Exact expressions for the correlation functions, ana­
logous to Eq. (4. 15), exist also for the ensemble Es in 
the cases f3 = 1, f3 = 4. Consider first the case f3 = 1. 
We introduce the family of skew-orthogonal polyno­
mials q, I,x) defined by 

(4.19) 

where Zjll is the canonical antisymmetric matrix 

Zjll = 0j'l.k - 1511 '1." j + k + 1 ;: 0 (mod4) only. 

(4.20) 
We write 

IP,(x) =/(x)q,(x), !J;,(x) = J fl,x - Y)IP,(y)dy , 

and define the kernels 

LI,x,y) = L;Z;kIP,I,x)!J;k(Y)' 

L tl,x ,y) = - L;Zjll!J;jl,x)IPII(Y), 

.\.(x,y) = ~Z)kCP)X)CPk(Y)' 

A(x ,y) = ~Z'k!J;j(X)!J;k(Y)' 

fl,x,y) = dx - y), 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

(4.25) 

(4.26) 

the sums over j,k in Eqs. (4.22)-(4.25) going from 
1 to N. When N is even, we define a quaternion kernel 
by the (2 x 2) matrix representation 

[ 
L -.\.] 

Q(x,y) = t ' 
A- f L 

(4.27) 
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and the correlation-functions in Es for f3 = 1 are 
given by 

(4.28) 

When N is odd, the last skew-orthogonal polynomial 
fJ.v(x) is unpaired,and its normalization is left arbi­
trary by Eq. (4. 19). In this case we supplement Eq. 
(4.19) by the extra condition 

and introduce the additional kernels 

;\I~\",y) = 1fI.v I,x) , .l,tl,x,y) = IP.'I(Y)' 

J..L~I: ,y) = !J;.v I,x ) , J..L t ~\' ,y) = !J; .v Cv) . 

(4.29) 

(4.30) 

(4.31) 

The result (4.28) then still holds if we define Q for 
i3 = 1, N odd, by 

QI,x, r) = , 
[ 

L +M -.\.] 
. A - f + J..L - J..Lt L t + ;\It 

(4.32) 

instead of by (4.27). 

When i3 = 4, we require a different family of skew­
orthogonal polynomials r, I,x) defined by 

JJ/(x)€1,x - y)(r,l,x)rk(y) - rkl,x)r)y)}ixdy = Z,k' 

(4.33) 
instead of Eq. (4.19). Instead of Eq. (4. 21), we take 

CP, (x) = /(x)r, I,x), !J;; (x) = J f I,x - y )rj(y)dy. (4.34) 

The kernels L, L t ,A, and A are defined as before by 
Eqs. (4.22)- (4.25), but with the summations now run­
ning from 1 to 2S. The correlation functions for i3 = 4 
are then given by Eq. (4.28) with 

Q(x,y) = . [
L -.\.] 
A Lt 

(4.35) 

We omit here the proofs of the results (4.27), (4. 28), 
(4.32), and (4.35). The proofs follow precisely the 
lines laid down in Dyson19 and Mehta,18 where the 
corresponding results were proved for the circular 
and Gaussian ensembles. The results are exhibited 
here in order to demonstrate that the ensemble Es is 
mathematically tractable, in the sense that all eigen­
value correlation functions can be precisely calculat­
ed in analytic form. This is to justify our claim that 
the ensemble Es satisfies item (4) in the list of re­
quirements stated in Sec. 1. 

It remains to be proved that the correlation functions 
(4.28) tend as N'-7 co to the forms (4.5) and (4.14) 
which are valid for the circular and Gaussian ensem­
bles with {3 = 1,4. To prove this,we require an exten­
sion of some standard results concerning orthogonal 
polynomials to the case of skew-orthogonal polyno­
mials. More generally, in order to make the explicit 
formulas of this section useful, we need to develop the 
theory of skew-orthogonal polynomials until it be­
comes a working tool as handy as the existing theory 
of orthogonal polynomials. We intend to come back to 
this subject in a future publication. 

We have also left unproven our assertion that the en-
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semble EE in the limit (4.11) has the same universal 
local correlation functions given by Eq. (4. 5), (4.12), 
and (4.13) in the cases f3 = 1,2,4, respectively. This 
assertion was strictly proved only for the stationary 
ensemble Es with f3 = 2. For Es in the cases f3 = 1,4, 
the assertion is made mathematically plausible by the 
existence of the explicit formula (4.28) for the corre­
lation functions. For the general Brownian ensemble 
E a , it remains to be seen whether any similarly expli­
cit formula for the correlation functions can be found. 

Failing an exact formula, one could probably develop 
a sufficiently accurate theory of the behavior of the 
correlation functions of the Brownian ensemble for 
large N by following the "hydrodynamical" approxima­
tion scheme which was used in Sec. 3 to study the be­
havior of the one-level distribution function p(E, T). 

* Dedicated to Professor George Uhlenbeck on the occasion of his 
seventieth birthday. 
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The current vector field associated with a one-parameter group of transformations of a classical field is 
defined in a coordinate-free way. 

1. INTRODUCTION 

The aim of this paper is to provide a coordinate-
free definition in the language of manifold and differ­
ential-operator theory l,2,3 for the "current" vector­
field associated with a one-parameter group of trans­
formations of a "classical" field. Our approach will 
be somewhat different from that used by Trautman4 • 

Such a formula should be useful for proving general 
results about the relations between "fields" and 
"currents," in both classical and quantum field theor­
ies, although in this paper the goal is the more mod­
est one of showing that such a formula exists. 

We will now describe the differential-geometric sett­
ing for the formula. Let E and M be manifolds, with 
7T: E ~ M a map that defines E as a local product 
fiber space over M. (In the physical applications,M 
will be R4, space-time, and the fibers of E will re­
present the "values" of the field,i.e.,a cross-section 
map 'Y: M ~ E will repre sent a "field".) Let Jl (E) be 
the bundle of one-jets 3 of cross sections of E, and let 
L: Jl(E) ~ R be a real-valued function on Jl(E). (L 
should be regarded as the "Lagrangian" of the 
field2,3.) LetXbe a vector field (in the sense of mani-

fold theory 1 ) on E that is "projectable" under 7T, Le., 
there is a vector field XM on M such that: 

7T*(XM(f» = X(1T*(ji) 

for all feF(M). 

(1.1) 

[We adopt the differential-geometric notations of 
Ref. 1. In parti cular ,F(M) denote s the C "", real­
valued functions on M and 7T*: F(M) ~ F(E) denotes 
the pull-back map on functions defined by 7T.J Such an 
X generates a one-parameter group of diffeomor­
phisms of E that maps fibers into fibers, hence, acts 
on the space of cross sections of the fiber space E, 
i.e., physically, the group acts on the "classical 
fields." Condition (1.1) can also be interpreted group 
theoretically. It is the condition that 7T intertwine the 
one-parameter group of diffeomorphisms generated 
by X and XM on E and M. 

Suppose now that L,a volume element form "dp" on 
M, and a cross section map 'Y: M ~ E, are fixed. We 
will then show that to each vector field X on E that 
satisfies (1.1) there is a vector field Yon M that 
may be regarded as the "current" associated with X. 
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semble EE in the limit (4.11) has the same universal 
local correlation functions given by Eq. (4. 5), (4.12), 
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X generates a one-parameter group of diffeomor­
phisms of E that maps fibers into fibers, hence, acts 
on the space of cross sections of the fiber space E, 
i.e., physically, the group acts on the "classical 
fields." Condition (1.1) can also be interpreted group 
theoretically. It is the condition that 7T intertwine the 
one-parameter group of diffeomorphisms generated 
by X and XM on E and M. 

Suppose now that L,a volume element form "dp" on 
M, and a cross section map 'Y: M ~ E, are fixed. We 
will then show that to each vector field X on E that 
satisfies (1.1) there is a vector field Yon M that 
may be regarded as the "current" associated with X. 
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We will give an explicit but coordinate free formula 
for Y that will facilitate the understanding of its 
mathematical and physical properties. 

2. THE CURRENT ASSOCIATED WITH A VECTOR 
FIELD 

Let V(E,M) denote the vector fields on E that are 
projectable under 7f, i.e., satisfy condition (1. 1). Let 
r(E) denote the space of all cross-section maps 
M ~ E. Let J1(E) denote the space of I-jets of cross 
sections. 3 Then, denoting by 7f 1 the projection map 
J 1(E) ~ M, it defines J 1(E) as a fiber space over M. 
Given y E r (E), one can define 3 a cross-section map 
J1(y): M ~ J1(E) called the I-jet of y. 

There is a Lie algebra homomorphism V(E,M) ~ 
V(J 1(E),M), denoted by X~ X1;the vector field Xl on 
.11(E) is called the first order prolongation of X. We 
will give an explicit formula for Xl later on. Let 
"dp" denote a fixed volume element differential form 
on M, i.e., "dp" is an everywhere nonzero m-differ­
ential form on M (m = dim M). Let L: JI(E) ~ R be 
a Lagrangian, and let w be the following M form on 
JI(E): 

w= L1T 1*(dp). (2.1) 

LetX E V(E,M),andyEr(E). GivenfEF(M),letfX de­
note the vector field rr*(f) X in V(E, M). Let (f X)1 be 
the first-order prolongation of this vector field to be 
a vector field on JI(E). Now, define Y by the follow­
ing formula: 

Y(f)dp = jl(y)*«fX)I(W» - fJ1(y)*(XI(w)}. (2.2) 

[(fX)I(W) denotes the Lie derivative l of the form won 
J1(E) by the vector field (fX)l.J 

It should be clear that Y defined by 2.2 is a linear 
map F(M) ~ F(M). We will show that it is indeed a 
vector field by calculating its value in a local co­
ordinate system. Suppose (x /l)' 0::; /J, II ::; m - 1, 
are functions on M that form a coordinate system 
for M. We suppose that E is a product M x N of M 
with a manifold N. Let (¢a)' 1::; a, b ::; n ,be coordin­
ates of N. Then, (x /l' ¢a) defines a coordinate system 
for E. Suppose a cross section y: M --') E is deter­
mined by functions ¢a (x). There are functions ¢ a /l on 
JI(E) such that 

il 
JI(Y)*(¢a/l) = ax (¢a(x», 

/l 
Then, the functions (x/l' ¢a' ¢a/l) form a coordinate 
system for JI(E). The Lagrangian L becomes a func­
tion L(x, C/>, ¢a/l) of these variables. Let: 

dp = dxo~'" ~dx m-l' 

L _ OL ilL 
p-oxp La=o¢a' 

OL 
La/l=~' 'Pa/l 

o ° il ° ° __ 0_. 
a = o¢a' /l = ox /l' all - Ocf>a/l 

Suppose X E V(E,M) is of the following form: 
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(2.3) 

(It is readily seen that such an X admits a descrip­
tion of this form.) Then, one can prove that Xl, its 
prolongation, is of the following form: 

Xl =A/lo/l + Aaoa + [0Il (Aa) - ¢ayol1(Ay) 

+ [Ob(Aa)¢b/l]ila/l (2.4) 

We can now work out Y, given by (2.2) in these co­
ordinates. If X E V(E,M) is of form (2.3), then 

Xl(W) = Xl(L)dp + LXI(dP) 

= [A/lL/l + AaLa + (a !JA a - c/>aya !J(Ay) 

+ ab(Aa)¢b/l)La/l]dp + La/l(A/l)dp. 

Thus, for f E F(M), 

UX)I(W) - f(XI(w» 

= [(a/l(f)A a - ¢aya/l(f)Ay)La/l + La/l(f)Aa]dp. 

Then, we see finally that (2. 2) takes the following form: 

Y= [jl(y)*(A~a/l- ¢ayAyLa/l + LA!J)]a/l' (2.5) 

In particular, we see that Y, considered as a map: 
F(M) ~ F(M) is a first order linear differential oper­
ator, i.e., a vector field in V(M). The reader will 
readily verify that, modulo a changed notation and 
interpretation, (2.4) is indeed the formula for a 
"current" generated by a group of transformations 
on the fields that is to be found in all quantum field 
theory books in one form or another. 

3. CONSERVATION PROPERTIES OF CURRENTS 

Recall! how the divergence of a vector field Yon M 
is defined: 

Y(dP) = div(Y)dp. 

Let us continue with the notations and coordinate 
systems used in Sec. 2. Then, one readily obtains 
the following formula: 

(3. 1) 

Our goal now is to calculate the divergence of the 
current vector field Y, given by formula (2.5) in 
case the cross-section map y: M ~ E is an extremal 
of the Lagrangian L, Le., satisfies the following 
Euler equations: 

(3.2) 

From 2. 4, we see that 

B J1 = P(y)*(AaLafl - ¢ayAyLa/l + LA/l)' (3.3) 

With X defined by (2.3) and X M by (1.1), we have 

X M =Al1 o/l; (3.4) 

hence 

divX=O/l(A/l)' (3.5) 

Also, using (2.4), 
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X1(L) =A/lL/l + AaLa + [o/l(Aa) - <Pavo/l(A) 

+ ° b (Aa)<Pb/l]La/l; 

hence 

jl(y)*{X1(L)) == P(y)*(A/lL/l + AaLa) 

+ 0/l{P(y)*(Aa))Pb/)*(La) - 0u(<pa)o/l(A v)' (3.6) 

Combining (3.2),(3.3),and (3.6),we have 

0/l(B/l) == 0/l{P(y)*(A a»jl(y)*(La/l) + P(y)*(AaLa) 

- 0/lov(<Pa)Aujl(y)*(La/l) - 0u(<Pa)o/l(A u) 

x jl(y)*(La/l) - o,,(<pa)AuP(y)*(La) 

+ [jl(y)*(Lji) + jl(y)* (La)o/l¢a 

+ P(y)*(La/l)o/lov<pa]A/l 

+ P(y)*(L)o/l(A/l) ==jl(y)*[X1(L) + 0)J(AIJ)L]. 

Hence, we have 

divY = P(y)*[Xl(L) + divXML] 

or, since d(Y --1 p) = Y(dp) == div(y)dp, 

dey --1 dP) == j l(y)*(Xl(w)). 

(3.7) 

(3.8) 

(3.8) is the main formula for the study of the connec­
tion between "conserved currents" and "symmetries" 
of L. Let us say that X is an infinitesimal symmetry 
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Let us say that a vector field Y on M is a conserved 
current if 
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If (3.10) is satisfied, and if N is a sub manifold of M 
of one lower dimension, one can set 

f(y,N, Y) = f y..J dp. (3.11) 
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Then, the conservation condition (3.10) guarantees 
using Stokes' formula1 that (3.11) really does not 
depend on the choice of the "Cauchy data" subman­
ifold N, hence a define a real valued function 
y -) f(y,N, Y) in the space of all extremal cross sec­
tions y; this function then defines what one might call 
a "classical conserved observable." (In the quantum 
field theoretic version of these ideas, (3. 11) is an 
operator in Hilbert space which commutes with the 
Hamiltonian, i.e., a "conserved charge.") Let us 
then restate formula (3. 8) in the following way: 

Theorem 1: If X is a vector field on E that gener­
ates an infinitesimal symmetry of the Lagrangian L, 
then formula (2.2) defines a vector field Yon M that 
generates a conserved current. 
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We conSider irrotational dust solutions of the Einstein equations, We define "velocity-dominated" singularities 
of these solutions. We show that a velocity-dominated singularity can be considered as a three-dimensional 
manifold with an invariantly and uniquely defined inner metriC tensor, extrinsiC curvature tensor, and scalar 
bang time function. We compute this structure for a variety of known exact models. The structure of the singu­
larity uniquely determines the solution in a certain class of spatially inhomogeneous models. We briefly dis­
cuss the b boundary (Schmidt boundary). In an appendix we generalize conformal transformations to "stretch" 
transformations and calculate the curvature form of a stretched metric. 

I. INTRODUCTION 

A. Motivation 

If one thinks gravity may playa dominant role even 
near the big bang, one would like an invariant charac­
terization of the structure of the cosmological singu­
larity for at least two reasons. 

First, the present lumps in the universe may be due 
to conditions holding so early that we should attribute 
these conditions to the Singularity itself in our models. 
Then one could perhaps see what conditions on the 
singularity give reasonable lumps. Perhaps one 
could even make initial conditions part of physics by 
postulating field equations for the intrinsic structure. 

Second, it is at least conceivable that the big bang is 
still going on in isolated parts of the universe. 1 Let 
us consider an irrotational, hydrodynamic, general 
relativistic model, so that cosmological time is well 
defined. The exact spherically symmetric Tolman­
Bondi dust models 2 and linearized perturbations of 
Robertson-Walker models both indicate that it would 
be very artificial to require that the big bang went off 
Simultaneously in the past of each matter world line. 
We might reasonably require that the singularity be 
in some sense space like, but it turns out that this is a 
very mild restriction. In fact there are Tolman­
Bondi models which are homogeneous (throughout this 
paper "homogeneous" means spatially homogeneous ) 
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We conSider irrotational dust solutions of the Einstein equations, We define "velocity-dominated" singularities 
of these solutions. We show that a velocity-dominated singularity can be considered as a three-dimensional 
manifold with an invariantly and uniquely defined inner metriC tensor, extrinsiC curvature tensor, and scalar 
bang time function. We compute this structure for a variety of known exact models. The structure of the singu­
larity uniquely determines the solution in a certain class of spatially inhomogeneous models. We briefly dis­
cuss the b boundary (Schmidt boundary). In an appendix we generalize conformal transformations to "stretch" 
transformations and calculate the curvature form of a stretched metric. 

I. INTRODUCTION 

A. Motivation 

If one thinks gravity may playa dominant role even 
near the big bang, one would like an invariant charac­
terization of the structure of the cosmological singu­
larity for at least two reasons. 

First, the present lumps in the universe may be due 
to conditions holding so early that we should attribute 
these conditions to the Singularity itself in our models. 
Then one could perhaps see what conditions on the 
singularity give reasonable lumps. Perhaps one 
could even make initial conditions part of physics by 
postulating field equations for the intrinsic structure. 

Second, it is at least conceivable that the big bang is 
still going on in isolated parts of the universe. 1 Let 
us consider an irrotational, hydrodynamic, general 
relativistic model, so that cosmological time is well 
defined. The exact spherically symmetric Tolman­
Bondi dust models 2 and linearized perturbations of 
Robertson-Walker models both indicate that it would 
be very artificial to require that the big bang went off 
Simultaneously in the past of each matter world line. 
We might reasonably require that the singularity be 
in some sense space like, but it turns out that this is a 
very mild restriction. In fact there are Tolman­
Bondi models which are homogeneous (throughout this 
paper "homogeneous" means spatially homogeneous ) 
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and isotropic far from the "center," have a singu­
larity not reachable by future pointing timelike geo­
deSiCS, but have a big bang which near the center is 
still going off (Fig. 1). The central Singularities, 
assuming a reasonable opactty law, appear very 
small from the outside. 3 If these models can be 
generalized to more realistic equations of state, the 
result would be possible models for quasars or per­
haps even galactic centers. 

To try to analyze either possibility one really needs 
to assign an invariant structure to the singularity. 
The Tolman-Bondi singularities discussed do have 
two obvious kinds of structure: the rate at which 
baryons are being fed into the nonsingular parts of 
the universe, and the time at which a singularity 
appears on a particular matter line. How about other 
models? 

The main purpose of this paper is to obtain the struc­
ture for one special case: irrotational dust with a 
velocity-dominated singularity. 

B. Outline 

In Sec. II we define a velOCity-dominated Singularity. 
Friedmann models are velOCity-dominated because 
the effects of spatial curvature, which are determined 
by k = ±1 or 0, are negligible at early times. One can 
explicitly integrate the Einstein evolution equations to 
find the general form of the metric near a velocity­
dominated singularity. Some functions obtained by 
the integration are identified as the positive definite 
metriC, extrinsic curvature tensor, and scalar bang 
time of a three-dimensional manifold identified as the 
Singularity. We show that this structure is uniquely 
and invariantly defined. Finally we discuss the con­
straints placed on this structure by the constraint 
equations and the requirement that our approximation 
be self-consistent. 

In Sec. m we work out the metriC, extrinsic curvature, 
and bang time for a variety of exact solutions. The 
largest known class of exact solutions obeys our velo­
city-dominated assumption. In this class the struc­
ture of the singularity uniquely determines the model. 
In Sec. IV we give some preliminary results on the b' 
boundary.4 In Sec. V we give a short summary. In an 
appendix we analyze metrics obtained from some 
other metric by stretching along N orthonormal 
directions with scalar functions. We use the Cartan 
formalism to calculate the curvature form. The rela-

I r' const. 
rdUStflOWlines 

I 

Friedman 
,--"--,---,-......t::::c...J reoionotaconst 

Fig. 1. "Bump" singularity at the central region of a loosely 
bound (/3 = 0) Tolman-Bondi model. The singularity is of the 
(t~, -!) type in the ot, 3 .. ° region. As ot.3 -+ 0, the singu­
larity becomes Friedman-like. There should in general be a 
(1,0,0) singularity beneath the bump (see Fig. 2). But this 
does not influence our region of interest (above the singu­
larity) here. 
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tions derived include those for conformally related 
metrics and those for diagonalizable metrics as 
special cases. 

Many of our methods are essentially due to Misner. 5 

Formally, our results are similar to those given in a 
classic paper by Lifshitz and Khalatnikov. 6 

n. THE STRUCTURE OF THE SINGULARITY 

We work in a coordinate patch of a Coo manifold 
throughout. A solution of the Einstein dust equations 
C~ = - pu/lu y (J.)., /I = 0 .•• 3, U/lu/l = - 1) is called 
irrotational if u/l;V = uV:/l' In such models there exist 
"comoving geodesic normal" coordinates charac­
terized by7 

a, b = 1 ... 3, 

ull = 151(,. (1) 

The only allowed transformations are 

t f = t + const. 

(2a) 

(2b) 

We shall denote covariant differentiation within the 
hype rsurfaces t = const with respect to ga b (xc, const) 
by a vertical stroke, the three-dimensional Einstein 
tensor by 3cg, and the second fundamental form (the 
field "velOCity") by Kg: 

1 (lgab 
"2 at = KfJ5ac' (3) 

We let C1 = + [det(gab)]1I2. Then the "evolution equa­
tions" are (3) and7 

- C a - - 3ca + (1.. + K)La 
b - b at b 

- 15g[}(a~ + ~K + %L2] = o. (4) 

Here 

K=K~, Lg == Kg - i15gK, 

Equation (5) implies L2 ;, 0, L~ = 0, K = DIna/at. 
The "constraint equations" are 

C~ = K'Gta - K,b = 0; 

(5) 

(6) 

C 0 = t(2 3C + L2 - ~K2) determines p. Assuming 
(3), we find that the evolution equatjons (4) are the 
Euler-Lagrange equations of I = J ad4x(L2 - ~K2 
- 2 3C). Suppose a metric obeys just the evolution 
equations (3) and (4), Then the Bianchi identities 
C~:11 = 0 give, after a short calculation, 

(7) 

Here oG~(xc) is a function of integration, independent 
of t, but in general a function of xc. We shall use the 
left subscript 0 in this manner throughout. From (7) 
we see that (3), (4), and (6) are involutive. Similarly, 
(3), (4), and (6) imply 

(8) 

In the approximations which follow, it will be conveni­
ent to replace the evolution equations by integro-dif­
ferential equations, a trick familiar in linear theories. 



                                                                                                                                    

VELOCITY-DOMINATED SINGULARITIES 101 

Suppose for a moment 3Cg and a are, miraculously, 
known. Then the trace-free part of (4) can be inte­
grated immediately: 

- Lg = a-1 (oMg + J 3Hga). (9) 

Here J f means 

rt dt' {(xc t') 
'A (XC) . , , 

with XC fixed: oM ~ transforms as a tensor density 
under (2a). 

If we now consider Lg as known and if 

the trace-free part of (3) can likewise be integrated: 

gab = a?/30hac exp(2 f Lg), (10) 

where Aac exp(Bg) means AaABa + BaB g(2 !)-1 + ... ). 
In general, the exponential term in (10) must be re­
placed by an ordered product. Finally, combining the 
traces of (3) and (4) yields the follOwing integro-dif­
ferential equation for a: 

a o2a _ 1. oa 2 _ a 2 3C 
?t 2 2 at 2 

=-t(oMg + f3Hga)(oM~ + J3H~a). (11) 

A solution of (11) substituted into (9) and (10) then 
converts (10) into a covariant, but very messy, func­
tional equation for gall' with Einstein tensor 3Gg. 

By Raychaudhuri t s theorem p(xc , f) > 0 implies p = to 

for some t:;;:: ot(XC ). We call ot the bang time and 
assume throughout that ot isa COO function of xc; 
of transforms as a scalar under (2a). Thus t :;;:: 0 t(xc) 
becomes a three-dimensional COO differential mani­
fold which we call the "singularity." Now the essen­
tial idea suggested by the Friedmann models is to 
drop the 3cg terms from (9)-(11) and use the result 
as a first apprOximation to ga b near the singularity. 
To make this idea somewhat more preCise, we use the 
following definition. 

~t gab' with corresponding Kg and bang-time function 
o t == 0 t be an exact dust solution. Suppose there is a 
reall!ab which near 0 t obeys 

(a) gab :;;::gba' Signature (gab):;;:: + 3. 

(b) ga b obeys (3) and 

(;t + K)Lg :;;:: Bg tiUlt + ~)K + ~L~ . (4') 

(c) There is some component, say u, of gab such that 
for XC fixed and t ~ of, 

(Kg - Kg)(K~K~)-1/2 -7 0, 

(iab -gab)u-1 ~ O. 
(12) 

Then we call gab and its singularity "velOCity domina­
ted" and call gab the first apprOximation. (4') implies 
that both sides are separately zero and that we can 
set 3C g :;;:: 0 in (9)-(11). Condition (a) mayor may not 
be independent of (b) and (c). Not every solution of 
(3) and (4') is a first approximation since (6), p > 0, 

and the consistency condition 

(13) 

place restrictions on gab' The definition is invariant 
under the transformations (2). 

To find a general first approximation, we must now 
set 3Cg :;;:: 0 in (9)-(11), analyze uniqueness from (12), 
analyze (6) and (13), and finally estimate the order of 
magnitude of the correction terms. With 3C g :;;:: 0 in 
(9)-(11) various cases arise. In each case there is an 
exact vacuum or dust solution which coincides with 
our first approximation for suitably adjusted integra-· 
tion functions, and we name the various cases by the 
corresponding exact solution. 

The Heckmann-Schiicking-like8 solution of (9)-(11), 
with 3Cg = 0, is 

gab:;;:: oeac exp2{OKg[ln(t- ot) -In(t- ot'») 

+ iBgln(t - ot')}, t> ot > Of' > - to, 

B Kg:;;:: oKg(-t_\t - t-\t') + ~Bg(t- Ot')-l, 

a =oa(t-ot)(t-of'). (14) 

Here oKg is restricted by the famous condition6 

oKg oK~ :;;:: 1 :;;:: oK~. (15) 

All other cases can be generated from (14). If ot = ot' 
in (15) we get the Friedmann-like solution 

gab:;;:: oeab (t - ot)4/3B Kg :;;:: t15g(t - 0 t)-1, 

If we write 
a :;;:: oa (t - 0 t)2. (16) 

in (15) and take the limit ot'-7 - to, with oe'ab, oKg 
fixed, we get (dropping the prime) the Kasner-like 
solution: 

gab = oeab exp[oKg In(t- ot»), 

Kg = oKg(t - to)-1, 

with oKg still subject to (15). Near t = 0 t, (17) and 
(14) are very similar, but (14) contains the extra 
arbitrary function 0 t'. Finally, a similar limit gives 
the flat like case 

gab = ol!ab' Kg:;;:: O. (18) 

Equation (15) or its specializations and condition (a) 
of our definition imply that the Jordan normal form of 
oKg is diagonal and real; that is, oKg can be diagona­
lized at anyone point of the singularity by a real co­
ordinate transformation. We then find that oeab :;;:: 
oeba' sgllQl!ab :;;:: + 3, OKab == oeac oKg :;;:: oKba and that 
ol!ab and OKab transform as tensors under (2a). Equa­
tions (12) and (14)-(18) now imply that two first 
apprOximations to the same exact metric can differ at 
most by having different functions 0 t' in the range 
of> 0 t' ? - to. We expect, but have not proved, that 
ot' is unique as well. In any case, oeab and OKab are 
uniquely and invariantly defined. We call them the 
metric and extrinsic curvature of the singularity. 
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We next analyze (6) and (13), then estimate correction 
terms. There are exact solutions which have one be­
havior on open regions of the singularity and another 
on,the boundaries of these regions. However, for sim­
plicity we confine our attention to an open region such 
that only one of the forms (14) and (16)-(18) holds 
everywhere. 

In the flatlike case we then get from (13) 3C g = 0 and 
that (6) is an identity. Then gab is regular. Thus, 
this case is not of interest, except perhaps on sub­
manifolds of the singularity. 

In the Friedmannlike case (16) we have 

Ka - K - 2 t (19) 
bla ,b - 3(t _ ot)2 0 ,b, 

in agreement with (7). If we assume (rg c - rg c ) 
(t - 0 t) -') 0, then (6), (12), (16), and (19) give 

ot,b = O. 

With 0 t = const and 0 C g the Einstein tensor of the 
singularity, one now gets 

(20) 

3Cg = ocg(t- ot)-4/3. (21) 

Thus (13) is an identity. Substituting (21) back into 
(9)-(11) then gives a second approximation. A short 
calculation shows that the metric ga b correct to 
second order obeys (12). Thus, one has a systematic 
approximation scheme. Whether the approximations 
always converge is not known; examples show that 
they do converge for some models more general than 
the Friedmann models. Since 0 t' = 0 t = const, this 
Friedmann-like case is completely equivalent to the 
isotropic case of Lifshitz and Khalatnikov. 6 

The aJ1"'~> :_ ~ •• ue Heckmann-Schiicking-like case is 
more cumbersome. Let T~(xb) be the unit eigenvec­
tors of oKg (A, B ••• = 1 .•. 3; capital indices are not 
subjected to the summation convention): 

(22) 

Then (22) implies 

(23) 

and (16) reads 

:EA P A = 1 = :EA P~. (24) 

(24) implies that we can order the PA by the conven­
tion 1 ? P 1 ? P 2 ? 0 ? P3 ? - t. Also, let II denote 
covariant differentiation within the singularity with 
respect to ~ab' We can use (14), (A1), and (A3) to 
analyze the constraint equation (6). If we ignore (24) 
for the moment, the dominant term is 

TMKg1a - K,b) = (t - 0 W 20 t ,a 

X T~.[PA -1 + :EBPB(PB-PA )] +.... (25a) 

In contrast to the Friedmann-like case, this inverse 
square term vanishes by (24). Assuming now (24), we 
get 

TMKKta - K,b) = (t - oW1(OKglla T~ 

+ (PB - l)(t- onot,cTliJ + '. (25b) 
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Here the prime denotes the two terms obtained by the 
substitutions ot Hot', oK'g = ~{)g - oKg, P A H P~ = 
i - P A' The (t - 0 t)-1 dependence near t = 0 t agrees 
with (7) since gab obeys (3) and (4) (but only to first 
order in the approximation). Since the dominant term 
(24) cancels out, we cannot set (25a) equal to zero 
directly-in general, correction terms from the second 
order can contribute to (25a). However, (7) shows that 
Kg la - K~b = 0 is in any case three conditions within 
the singularity. The Friedmann-like expression (19) 
can be obtained directly from (25a) by letting 0 t' -') 0 t. 
Similarly, in the Kasner-like case we find that (6) is 
given by the appropriate limit ot'-') - 00 of (25a): 

Kg/a - K,b = (t - oW1 <OKg lla - OKg,b) 

= (t - 0 t)-loKg Ila' (26) 

We turn finally to (13) for the Heckmann-Schiicking­
like case. If ot = constant, the analysis is not hard. 
Using (13) and (A5) gives, after considerable calcula­
tion the following two results: If P "" (Plo P 2, P 3) ;r 
(1,0,0), then the Lifshitz-Khalatnikov surface ortho­
gonal condition for T3a' 

T31,2 - T32 ,1 = 0 (27) 

holds. Second, if (27) holds, then 3C g substituted back 
into (9)-(11) gives a unique,consistent second approxi­
mation. The Kasner-like case behaves Similarly. 
Thus the extra function 0 t' does not modify the analy­
sis of Ref. 6 in an essential way. 

If 0 t ;r const many special subcases arise. However 
for general values of P one finds from (13), (14), and 
(A5) not only (27) but also other conditions, for ex­
ample, 

ot,aT~=O, A==1,2. (28) 

We omit a detailed discussion of the various special 
cases and turn instead to the eXaDlples. 

m. EXAMPLES 

In the following we indicate the singularity structure 
for some known exact irrotational dust models. The 
models are velocity dominated unless otherwise in­
dicated. In the following, we do not give 0 t' for all 
cases; in fact, in many cases it is not known whether 
or not a Heckmann-Schiicking-like solution is per­
haps actually Kasner-like (0 t' = - (0). We consider 
only dust models with p > O. 

A. Homogeneous Models 

1. Friedmann Models 

(29) 

where da2 is the metriC of a three-space of constant 
curvature. Then near t = a = 0, a 8" Et2 / 3 , with E = 
tap == const. Thus the singularity is Friedmann-like, 
with 

Ods2 == ~abdxadxb == E2da2• (30) 

2. Heckmann-Schucking (Bianchi i) Models 8 

ds2 == - dt2 + L;a l~(dxa)2, 

la = E2/3- P a tPa(t - ot')2/3-Pa , 
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P a = const, 

loti = E-1 , 

E = ~ap = const, 0 t' = const, 

6 a P a = 1 = 6 a P~ • (31) 

This is the prototype of the Heckmann-Schiicking-like 
singularities, with 

ods2 = 6 a E413-2Pa(dxa)2, oKg = diag(Pv P2, P3), 

ot=O, lot'l=c1• (32) 

3. Other Models 

In the Kantowski-Sachs models9 the singularities are 
Heckmann-Schiicking-like. In general, each dust line 
in each model hits a p = [1,0,0] singularity and a P = 
[~, ~, - ~] singularity. However, in "open solution a"9 
there is only a [1,0,0] singularity. The Bianchi V 
models8 have a Heckmann-Schiicking-like p :::: 
[~(1 + v'3), ~, ~ (1 - v'3)] singularity hypersurface. 
The Ellis-McCallum models10 contain one example 
which is not velocity dominated. A structure can be 
assigned to the singularity, but then p = (t, t, ~). The 
mixmaster modelsll are apparently not velocity 
dominated, but the structure of the singularity is not 
well understood. 

B. Inhomogeneous Models 

We study in detail two classes of exact solutions of 
inhomogeneous dust models. Both admit a three­
parameter group and have very similar structures. 
B~cause of the complexity involved, we discuss the 
general solutions in a little detail. All possible singu­
larities that may arise are listed. [There may arise 
other (1,0,0) Singularities besides those already 
listed here, both in ot, 3 = 0 and ot, 3 '" 0 regions.] 

1. Plane Symmetric Models 

ds2 = - dt2 + ¢2(z, t)(dx2 + dy2) + t/l 2(z, t)dz2• (33) 

The metric in this form still allows the arbitrary 
coordinate transformations: T ~ t + c, Z ~ f(z). The 
Einstein equations reduce to two essential equations 
in the generic case (K '" 0): 

¢.3 = Kt/I, K = K(Z) '" 0 
and 

2¢¢ + ¢2 - K2 = o. 

(34) 

(35) 

Here and in the following the subscript denotes a/az, 
overhead dots denote a/at. Equation (35) has a first 
integral 

(36) 

The Bianchi identities then require A ,3 == KE, where 
E ::: ap > O. A and either K or E are two arbitrary 
real functions of z to be specified as initial data. 
Depending on the values of A and K, a variety of cases 
arise. All the different cases may (but need not) 
occur in one single solution. Different spatial co­
ordinate neighborhoods {z I z satisfies the conditions 
of the specific case 1 may have different time develop­
ments, and thus different types of Singularities. 

We give the exact solution for the various cases. 

Case (a): K = 0. Equation (34) does not define t/I. 
Then using another member of the Einstein equations 

together with Eq. (35) gives 

1> = o1>(t - ot)2/3, t/I = ot/l(t - ot)2/3, 

o ¢, 01/1, 0 t = const. (37) 

The special case K == 0 (identically for all z) reduces 
to the Einstein-De Sitter solution of the Friedmann 
models. 

Case (b): K '" 0, A > 0. Equations (34) and (36) 
give 

¢ = K~ Sinh2
({), 

t/I == ~CA2t sinh2({)- coth({) 

x [~'3 + i(K~t (sinh7) - 7)~ , 

t - ~(z) :::: (A/2K3) (sinh7) - 7), 

p == K4E (Sinh6 !L.L!_(2...) _ coth7)/2 
2A2 212K K2 ,3 sinh27)/2 

x [~'3 + t(~)3 (sinh7) - 7)J D -1. 
Case (c): K '" 0, A < 0, put f.l = - A> 0: 

1> == l!:.... cosh22!, 
K2 2 

t/I == l(~) cosh2 ..!!. - tanh..!!. 
K K2 .3 2 2 

x [~' + 1(:3t (sinh7) + 7)} 

t - ~ = 2~3 (sinh7) + 7). t: function of z only, 

tanh7j/2 
cosh27)/2 

(38) 

(39) 

Case (d): K '" O,A = O. Since p '" ° implies A' '" 0, 
this can only happen at isolated values of z, say zOo 

Then at zo: 

1> = KO(t - co)" 
EO (K 3 )0 

.t/I = -- In(t - c) + -' - (t - c ), (40) 
2K02 KO 0 

everything being evaluated at zOo 

We now give the singularity structur,es (Fig. 3). 

In Case (a), the singularity is Friedmann-like with 

ods2 = olJabdxadx6 :::: 0¢2(dx2 + dy2) 

+ ot/l2dz2 , ot, o¢, ot/l constants. (41) 

In case (b), there are two possibilities: 

(i) If ~,3 = 0, we have only one singularity. Near 
7) = 0, ¢ ~ 0, t/I ~ 0 with 
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cf> ~ fez )(t - 01)2/3, t/I ~ g(z)(t - 0 t)2/3, 
ot = const. (42) 

Thus the singularity is inhomogeneous but is Fried­
mann-like, with 

(ii) If ~ 3 ~ 0, we have two singularities in general. 
They fall in the Heckmann-Schiicking pattern. The 
one at 1) = 0 gives 

oKg = diag(tt, -t), ods2 =J2(z)(dx2 + dy2) 

+ h2(z)dz 2, ot = ~(z), (44) 

where fez) is the same function as in (43). The other 
one happens at 

sinh21)0(~\(~\ = coth 170~ 3 + ~(~) (sinh1)o -1)0)' 
2 KI K2/ 2' K3 ,3 ,3 

n~ar which we have cf> ~ F(z), t/I ~ G (z)[ t - 0 f(z)], 
o t == t(1)o)· 

We thus have 

oKg = diag(O, 0,1), ods2 = F2(z)(dx2 + dy2) 

+ G2(z)dz2• (45) 

In Case (c) the generic solution has only one singu­
larityat 

1)01(1J.) 1)0 [ 1(1J.) ~ cosh2- - - = tanh - ~ 3 + - - (sinh1)o + 1)0) . 
2 K K2 2' 2 K3 ,3 ,3 

" (213,213.213) t- const. 

213.213.2/3) .t-const. 

Fig. 2. Possible singularity configuration of a loosely 
bound (fl = 0) Tolman-Bondi model showing the splitting 
of a Friedman-like (t~,~) singularity ~t = const) into a 
(t t - ~) ot.3 ,. 0 singularity and a (1, 0, 0) singularity 
with bang time ot'. 

(213.213.-1131 

ot'3¢O 

.' 
( 213.2/3.2131 

0' 
Fig. 3. Possible singularity configuration of a plane symmetriC 
model corresponding to values of the functions K and >. sketched 
in the upper corners, showing the complexity of the structure. 
Note the local Friedman behavior at OZ (K = 0) and the non-velo­
city-dominated log behavior (x) at lZ (>. = 0). In the>. < 0 region 
there can only be a (1,0,0) singularity. Thus, the metric must be 
discontinuous across lZ, Such defect can be removed if we re­
strict the function K to be nonnegative for all z. 

J. Math. Phys., Vol. 13, No.1, January 1972 

Near 1)0 we have 

cf> ~ F(z), t/I ~ G(z)[t - ot(z)], Of == t(1)o). (46) 

Thus oKg = diag(l, 0, 0). 

In Case (d) the solution has two Singularities: 

(i) Near t = co' we have 

¢ ~ A(t - ot), t/I = B In(t - ot). (47) 

This solution fits into neither (14), (16), or (17). How­
ever, a c!oser look reveals that since ~ = 0, Eq. (36) 
implies cf>2 = K2 always; thus the singularity need nut 
be velocity dominated. This serves as a good counter 
example. 

(ii) Near 

(K.3)0 - EO-
-- (ot - co) = -In(ot - co), (48) 

KO 2Ka 
we have cf> ~ D, t!l ~ E(t - 0 f). This is again a Heck­
mann-Schiicking-like singularity, with oKg = diag 
(0,0,1). 

2. Spherical Symmetric Models 2 

ds2 = - dt2 + cf>2(r, t)df22 + t/l2(r, t)dr2, 

dn2 = de 2 + sin2ed¢2. (49) 

Allowed arbitrary coordinate transformations are 
t -) t + c and r -) fer). The Einstein equations again 
reduce to two equations: 

1>.3 = [1 + ~(r)Jt/I, ~(r) > - 1, 

2cf>¢ + ¢2 - ~ = O. 

(50) 

(51) 

Here and in the following 3 denotes alar, a raised 
dot denotes a/at. Equation (51) has a first integral 

(52) 

The Bianchi identities require \3 = E(1 + (3)l/2, 
where E = etp > O. Again, X, {3, or E are two arbitrary 
real functions of r specified as initial data. The 
general solution consists of the following cases. 

Case (a): ~ > O. We can put K2 = f3. Then every­
thing is the same as in the plane symmetric cases, 
and the singularity analysis becomes completely 
parallel. We omit the repetition here. 

Case ((3): ~ = O. 

cf> = ocf>(r)[t - ot(r)]2/3, 

where ocf>(r) = Xl/3(~)2/3; 

t/I = 0 cf>.3[t - 0 t(r) ]2/3 - ~ ot ,3 0 cf>[t - 0 t(r)]-l/3 

= Ocf>,3[t- ot(r)]l/3[t- ot(r)], (53) 

ot == ot(r) + ~ ocf> Ot,3/0cf>.30 

Case (y): - 1 < {3 < O. We put K2 = - {3 > O. Since 
now Eq. (52) requires A > 0, we get only one possibi­
lity: 
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'" == 2. sin2.!1. 
't' K2 2' 

If/ 1 (X) sin2!L _ K = (1 - K2)1/2 K2 3 2 (1- K2)1/2 

X cot.!1.[y 3 + l(~) (1) - Sin1))], 
2' 2 K3 ,3 

(54) 

t - 1'(r) = (X/2K3) (1) - sin1). 

We now consider the structure of the singularities. 
In Case ({3), we have two possibilities (the singularity 
is flat in this case): 

(i) 0 t ,3 = O. Then the singularity is Friedmann-like 
with 

ods2 :::: 0¢2(r)dS12 + (0¢,3(r)]2dr2, of:::: const; (55) 

(ii) 0 t 3 ;c O. Then the singularity is Heckmann­
Schiichlng-like, with 

diag(O, 0,1). (56) 

Equation (53) shows the smooth transition from Heck­
mann-Schiicking-like to Friedman-like behavior as 
Of,3 approaches zero. 
In Case (1') we again have two possibilities. 

(i) l' ,3 :::: O. Then the singularity near 1) :::: 0, ± 21Tn 
(n integers) is Friedmann-like with 

ods2 ::::j2(r)dn2 + g2(r)dr2, of:::: const. (57) 

(ii) l' 3 ;c O. We have two singularities of the Heck­
mann":'Schiicking type. 

For the first singularity, near TJ :::: 0, ± 21Tn (n integers), 
we have 

ct> ~ j(r)(t - ot(r)]2/3, ot(r) :::: y(r), 

If/ ~ h(r)(t - ot(rW1 / 3, jsame as in (57), (58) 
• Ka d' (2 2 1) • • 0 b:::: lag "3,"3, -"3 , 

For the second singularity, near 

~(~) sin2 1)0 :::: cot 1)0 [1' 3 + ~(~) (TJo - Sin1)o)], 
K K2 ,3 2 2' 2 K3,3 

we have 

:. oKg = diag(O, 0,1), ods2 = p2(r)d02 + G2(r)dr2. 
(59) 

We note some features of the singularity structure. 
All cases except (47), which occurs only on submani­
folds of the singularity, are velocity dominated. The 
assumed symmetry restricts the possibilities for p 
to (~,~, -t),(I,O,O),or (~,%,~). The latter,Fried­
mann-like case occurs only where ot,~ = 0 in agree­
ment with (20). On the other hand, (i, 3, - i) occurs 
only where 0 t 3 ;c 0 and is then always accompanied 
by a (1,0,0) singularity occurring along the same 
dust lines at a different t. One can visualize the 
Friedmann-like singularity "splitting" into two dif­
ferent singularities (Fig. 2). A (1,0,0) singularity 
can occur along a dust line without any other kind of 
Singularity occurring along the same dust line. 

The structure of the singularity uniquely determines 
the full metric. For example, one can obtain (38) 
from (44) by noting X = 4j3/9, K :::: (~)1/3{f3/h) ot,3' 
~ :::: 0 f. In such examples one sees that the space­
time metric cannot be COO unless the whole singularity 
structure is Ceo. 

IV. THE b BOUNDARY 

The assignment of a differentiable structure, metric, 
and extrinsic curvature to the singularity can thus 
far be carried out systematically only for the velo­
city-dominated irrotational dust models. To try to 
generalize one should probably work with the b­
Boundary.4 We now give some fragmentary results 
on the b boundary of a first approximation to a velo­
city-dominated solution. 

For present purposes we can define the b boundary of 
space-time Mas followS12: Let 0 ""1) be the ortho­
normal frame bundle over M. The points of O(M) can 
be locally coordinated by xll, X~ (01, (3 = 1 ••• 4 label 
tetrad vectors; Il, 1/ :::: 1 ••• 4 vector indices) with 
X~,X8g"v(x) = TJcxs == diag(- 1,1,1,1). Let C be ~ 
curve, with parameter q, in O(M), whose tangent IS 
nowhere vertical, dXIl/ dq ;c O. Introduce along C the 
line element 

(~~)2 :::: EJ (~~ )Xcxllf + cx<~=1 (X~ .. v ~~ Xsllf· 
(60) 

This corresponds to giving O(M) a positive definite 
Riemmanian structure. One can then complete O(M) 
in the standard way. Identifying points and Cauchy 
sequences in O(M) which are equivalent under the 
homogeneous Lorentz group (Xl-t :::: xl-t, X~ :::: L~ X~, 
L~:::: const, L~LX1)cxr:::: 1)/30) gives a boundary, the 
b boundary, of M. 

For a first apprOximation gah to a veloCity-dominated 
irrotational dust model the points <Ot(xa), x a) are 
points of the b boundary. In fact, consider the line in 
O(M) given by t:::: q, x a :::: const, X'b = 6~, X~ paral­
lel displaced along xl-t. This obviously contains 
Cauchy sequences terminating at x a, ot. Moreover, 
for two points (xa, 0 f), (xa + dxa 0 t + 0 t,adxa ) the 
"horizontal" distance element Ecx (dxll/dqXcxll ) may go 
to zero, but then the "vertical" distance element (the 
second sum in (60)] contains a term of the form 

KaK dx
b 

dxc ~ 00 
b ac dq dq 

Thus two neighboring points <Ot,xa),with different x a, 
are presumably different points of the b boundary. 
Whether the topology of the b boundary is consistent 
with the manifold structure we have assumed has not 
been checked in general. 

V. CONCLUSIONS 

To characterize and restrict cosmological models by 
analyzing conditions at the bang will presumably be 
possible only if we can assign a detailed structure to 
the bang in all sensible models. We have shown that 
in velocity-dominated irrotational dust models the 
bang does have a rather natural and elegant structure 
which seems to be consistent with the structure of the 
b boundary. There are many other models, not dis­
cussed here, where a very similar structure can be 
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assigned (ad hoc) to the singularity. However, we have 
not yet been able to assign such a structure to the 
mixmaster model5 or the mixmasterlike models.1 3 

Thus it is possible, though in our opinion not likely, 
that there are sensible models in which the b boun­
dary cannot usefully be given even a differentiable, 
much less a Riemannian, structure. 
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APPENDIX: STRETCHED METRICS 

Let M be an N-dimensional manifold with metric 
dS2 = gabdXadXb (a, b = I ••• N). Let T Aa (A, B = 
1 ... N) be an orthonormal frame, T Aa TBbg ab = fJAB • 

We shall use the usual rules of the Cartan formalism: 
TA = TAadxa , TA ~ TB = ~(TA 0 TB - TBIS'I TA),dT A = 
6 6 TAB ~ TB , TAB = - TBA , etc. Thus ds 2 = 6ATA 0 
T A' the curvature form is P AB = dT AB - 6 C T AC ~ T CB' 
and the rule for covariant differentiation is 

(AI) 

where VA> VAB,and TABC are defined by VA = VaT~, 
d V A = L;B V AB T B ,and TAB := 6c T ABC T c. It will be 
convenient to define F ABC = T ABC - T ACB and to let 
dFABC = 6D FABCDTDo 

Now suppose W z := eAzTz (no sum of course), with the 
A z scalar functions on M ° Then we call 

(A2) 

the stretch of ds 2 along T A with factors A A' If we do 
not specialize T A or AA' this notion is very general. 
If ds2 is positive-definite, then locally every positive­
definite dl2 is some stretch of a given ds2 since both 
metrics can be simultaneously diagonalized at a point. 
However, appropriate specializations of T A and A A 
lead to several useful subcases, as discussed below. 

Let dA A = 6BAABTB and dWA = 6 B wAB '" w B with 
W AB = - wBA ° Then a moderate calculation gives 

~ [A -Ay 2wxy:= L4l TB e x (FXYB - 2A xy lixB) 

- ~e2AB-AX-AYF.8xy] - (X, Y), (A3) 

where (X, Y) denotes interchange of indices. Let 
dA AB = 6c AABcTc, B ABC =' t(AABC + AACB)' Then a 
dreary calculation gives for the curvature form 

* Partially supported by the National Science Foundation, under 
Grant No. GP-21495. 
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I1AB = dWAB - 6 c WAC ~ WCB the following: 

- 26 (wA ~ WE) 0 I1AE = 6 (T A ~ TE ) 0 (TB ~ TD) 
A,E ABED 

X (M AEBD + N AEBD + N BDAE)' 

MXYRS := 6 [e2AR+2Ax-2Ac F XSCFRYC 
C 

- 2e2Ax+2Ay-2ACAxcAYcfJXROyS 

- ~e2AC(F CXRF CYS + F CXyF CRS)] (A4) 

- 4fJXRe2AX[Bxys + (AxS-Ays)AXy-AXSASY]' 

N XYRS = 6 [- e2AR+2As-2AC(2fJysAycFRXC 
c 
+ tFRXCFSYC) + e2AxFxScFcRY] 

+ e
2AX

(F XSRY + 2AxsF XYR - 2AyS F XYR 

- 2AXyFXRS + 2Asy F XRS )' 

To check (A4) one can let Al = A2 = ... = A N; then 
(A4) yields, after a moderate calculation, the usual 
expression for conformally related metrics. If we 
take the appropriate trace of the curvature tensor, 
we find, after some calculations, the Ricci tensor of 
d12 : 

A +A a b 
- 4e s YRabWYWS 

= 6 {e2AS-2AC[ - 2F sycc + 2F SYC 

X (- 2ASC + 2AyC - F AAC -AAC + Mcc) 

- 2/isy(ByCC - 2ACCAyC + AYC(AAC + F AAC )] 

+ 2(2ByyS - BAYS -AASAAY - 2AYSASY 

+ 2AAyAys - F AASY - 2ACyF ccs + 2ASyF ccs 

A 
~F F ) 2AA -2AC + YC F CYS - 2 AYC CSA - e 

X FASCFAYC + ~e2Ay+2As-2Ac-2AAFYACFsAC} 

+ (Y, S), (A5) 

where 6 means to multiply out all brackets and then 
sum over A and/or C if they appear as subscripts in 
a given term. As a check, we note that (A5) reduces 
to the standard equations for a diagonalizable metric 
if dT A = O. 

Equations (AI), (A3), and (A5) are those needed in the 
main text, (A3)-(A5) have a variety of useful applica­
tions in addition to those already mentioned; for ex­
ample, if space-time permits an isometry group, it 
is often convenient to regard the inner metriC of each 
orbit as an (orbit-dependent) stretch of a fixed simple 
metric. It is conceivable that useful techniques for 
solving the field equations could be developed by 
some clever choice of ds2 , T A> and A A' 

7 J. L. Synge, Relativity: The General Theory (North-Holland, 
Amsterdam,1964). 

S G. Heckmann and E. Schiicking, "Relativistic Cosmology' in 
Gravitation,An Introduction to Current Research (Wiley, New 
York,1962). 

9 R. Kantowski and R. K. Sachs, J. Math. Phys. 7, 443 (1966). 
10 G. F. R. Ellis and M. A. H. McCallum, Commun. Math. Phys.12, 

108 (1969). 
11 C. W. Misner, Phys. Rev. Letters 22, 1071 (1969). Very useful 

surveys of homogeneous models. including the mixmaster, are 
in M. A. H. McCallum, • A Class of Homogeneous Cosmological 
Models Ill" (Cambridge Univeristy, 1969) (unpublished) and K. C. 
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lished). 

12 The essential idea of the following calculation was suggested to 
us by R. Geroch and H. Ploss (private communication). 

13 V. A. Belinski and I. M. Khalatnikov, Zh. Eksp. Teor. Fiz. 57, 2163 
(1970) [Sov. Phys.JETP 30, 1174 (19'10)]; and references cited 
therein. 
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A set of statistically exact equations is set up to describe dynamo action brought about by velocity turbulence 
confined to a finite spatial domain (a "box"). Using a variation of a limit-theorem employed elsewhere by Kac, 
we demonstrate that in large enough boxes a large-scale magnetic field is regenerated by such velocity turbu­
lence. 

I. INTRODUCTION 

Over the past decade the advancement of turbulent 
kinematic dynamo theory has been considerable based 
on the original investigations by Parker. 1 In Parker 1 s 
original paper it was shown that very rapid cyclonic 
velocity turbulence in conjunction with a sheared 
large-scale velocity field was capable of generating 
dynamo action. Later Braginskii2 showed that slow 
turbulence in conjunction with a sheared velocity 
field would also produce dynamo action. 

In 1966, Steenbeck, Krause, and Radler demonstrated 
that helical velOCity turbulence on its own gave rise 
to kinematic dynamo action in an infinite medium. 
More recently still, it has been shown3,4 that isotropic 
velocity turbulence on its own gives rise to dynamo 
action. It has also been shown3 that both Parker's 
dynamo equations and those of Braginskii are limiting 
forms of a master dynamo equation which includes 
both sheared velocity multiplied by turbulence terms 
and turbulence terms on their own, either of which 
(or both) will give dynamo action. 

In view of the complexity of the general turbulent 
kinematic dynamo equations, recourse is normally 
made to some approximation scheme in order to 
obtain the basiC physical behavior of particular terms 
in the equations under particular boundary and/or 
initial value conditions. We are aware of only two 
cases 5•6 in which some exact statistical properties 
of the turbulent kinematic dynamo equations are set 
forth-and both of these deal with velocity turbulence 
in infinite media. 

In the first of these papers, 5 a discussion is given 
of the irregular generation of magnetic field brought 
about by fluctuations in the level of dynamo activity 
(as opposed to irregular generation of magnetic field 
brought about by random velOCity turbulence with a 
fixed level of activity). In the second of these papers6 
the Singular eigenvalue equations are set up which 
describe the behavior of the large-scale field (an 
equation of the Dyson type) and the small-scale 
turbulent field energy (an equation of the Bethe­
Salpeter type). 

In the above two papers, all correlated quantities are 
taken to be homogeneous in space and time. In the 
present paper where the turbulence is confined to a 
"box" the correlated quantities can be neihter homo­
geneous nor isotropiC. Further, as we will demon­
strate directly, the finite (but large) size of the box 

enters directly into the normal modes and their 
growth rates [vide Eq. (58)]. As the size of the box 
increases both the level of turbulence [given through 
Eq. (3)] and the attendant normal mode growth rate 
[given through Eq. (58)] decrease. Thus the generation 
of magnetic field brought about by turbulence in a 
"box" is rather different than that obtaining in an 
infinite medium. 

Now most of the astrophysical situations (the Earth, 
Sun, galaxy, etc.) in which a dynamo mechanism is in­
voked to account for the continued presence of a 
large-scale magnetic field are objects of finite size. 
The question then naturally arises: Are there any 
statistically exact situations which give kinematic 
dynamo activity when the velocity turbulence is con­
fined to a spatial domain of finite size (a 'box')? 

The purpose of the present paper is to answer this 
question affirmatively by conSidering a simple form 
of velocity turbulence confined to a cubical box. 

n. EQUATIONS OF MOTION AND THE EVOLUTION 
OF PROBABILITY 

Consider then a finite medium, of constant resistivity 
1), which is not undergoing either bulk convection or 
shear, so that only a turbulent velocity, V, with zero 
mean is present. Then the magnetohydrodynamic 
equations for the vector potential A are 

(;t -1)V2)Ai = EijkVj(x, t)Bk(x, t), 

with the magnetic field B given by 

(1) 

(2) 

For random velocities V which are arbitrary func­
tions of both space and time, Eqs. (1) and (2) are diffi­
cult to solve. 

Elsewhere,3,4,6-S we have investigated some of the 
exact statistical kinematic dynamo.properties of 
Eqs. (1) and (2) in an infinite medium when the random 
velocity V(x, t) was taken to depend on only one co­
ordinate (either spatial or temporal). In the present 
paper we consider the possibility of kinematic dyna­
mo action when the turbulent velocity is confined to a 
cubical 'box' of side L. We describe the turbulent 
velocity field V by 

Vx == V1 (t) sin(N1fx/L) cos(N1fy/L) cos(N1fz/L), (3a) 
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A set of statistically exact equations is set up to describe dynamo action brought about by velocity turbulence 
confined to a finite spatial domain (a "box"). Using a variation of a limit-theorem employed elsewhere by Kac, 
we demonstrate that in large enough boxes a large-scale magnetic field is regenerated by such velocity turbu­
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I. INTRODUCTION 

Over the past decade the advancement of turbulent 
kinematic dynamo theory has been considerable based 
on the original investigations by Parker. 1 In Parker 1 s 
original paper it was shown that very rapid cyclonic 
velocity turbulence in conjunction with a sheared 
large-scale velocity field was capable of generating 
dynamo action. Later Braginskii2 showed that slow 
turbulence in conjunction with a sheared velocity 
field would also produce dynamo action. 

In 1966, Steenbeck, Krause, and Radler demonstrated 
that helical velOCity turbulence on its own gave rise 
to kinematic dynamo action in an infinite medium. 
More recently still, it has been shown3,4 that isotropic 
velocity turbulence on its own gives rise to dynamo 
action. It has also been shown3 that both Parker's 
dynamo equations and those of Braginskii are limiting 
forms of a master dynamo equation which includes 
both sheared velocity multiplied by turbulence terms 
and turbulence terms on their own, either of which 
(or both) will give dynamo action. 

In view of the complexity of the general turbulent 
kinematic dynamo equations, recourse is normally 
made to some approximation scheme in order to 
obtain the basiC physical behavior of particular terms 
in the equations under particular boundary and/or 
initial value conditions. We are aware of only two 
cases 5•6 in which some exact statistical properties 
of the turbulent kinematic dynamo equations are set 
forth-and both of these deal with velocity turbulence 
in infinite media. 

In the first of these papers, 5 a discussion is given 
of the irregular generation of magnetic field brought 
about by fluctuations in the level of dynamo activity 
(as opposed to irregular generation of magnetic field 
brought about by random velOCity turbulence with a 
fixed level of activity). In the second of these papers6 
the Singular eigenvalue equations are set up which 
describe the behavior of the large-scale field (an 
equation of the Dyson type) and the small-scale 
turbulent field energy (an equation of the Bethe­
Salpeter type). 

In the above two papers, all correlated quantities are 
taken to be homogeneous in space and time. In the 
present paper where the turbulence is confined to a 
"box" the correlated quantities can be neihter homo­
geneous nor isotropiC. Further, as we will demon­
strate directly, the finite (but large) size of the box 

enters directly into the normal modes and their 
growth rates [vide Eq. (58)]. As the size of the box 
increases both the level of turbulence [given through 
Eq. (3)] and the attendant normal mode growth rate 
[given through Eq. (58)] decrease. Thus the generation 
of magnetic field brought about by turbulence in a 
"box" is rather different than that obtaining in an 
infinite medium. 

Now most of the astrophysical situations (the Earth, 
Sun, galaxy, etc.) in which a dynamo mechanism is in­
voked to account for the continued presence of a 
large-scale magnetic field are objects of finite size. 
The question then naturally arises: Are there any 
statistically exact situations which give kinematic 
dynamo activity when the velocity turbulence is con­
fined to a spatial domain of finite size (a 'box')? 

The purpose of the present paper is to answer this 
question affirmatively by conSidering a simple form 
of velocity turbulence confined to a cubical box. 

n. EQUATIONS OF MOTION AND THE EVOLUTION 
OF PROBABILITY 

Consider then a finite medium, of constant resistivity 
1), which is not undergoing either bulk convection or 
shear, so that only a turbulent velocity, V, with zero 
mean is present. Then the magnetohydrodynamic 
equations for the vector potential A are 

(;t -1)V2)Ai = EijkVj(x, t)Bk(x, t), 

with the magnetic field B given by 

(1) 

(2) 

For random velocities V which are arbitrary func­
tions of both space and time, Eqs. (1) and (2) are diffi­
cult to solve. 

Elsewhere,3,4,6-S we have investigated some of the 
exact statistical kinematic dynamo.properties of 
Eqs. (1) and (2) in an infinite medium when the random 
velocity V(x, t) was taken to depend on only one co­
ordinate (either spatial or temporal). In the present 
paper we consider the possibility of kinematic dyna­
mo action when the turbulent velocity is confined to a 
cubical 'box' of side L. We describe the turbulent 
velocity field V by 

Vx == V1 (t) sin(N1fx/L) cos(N1fy/L) cos(N1fz/L), (3a) 
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Yy = V2 (t) cos(Nrr xl L) sin (Nrry I L) cos (Nrrz I L), 

Vz = V3 (t) cos(Nrrxl L) cos(Nrry I L) sin(Nrrzl L), 

(3b) 

(3c) 

Therefore only two of the random velocity amplitudes, 
say V1 and V2 , are independently aSSignable. 

Now write 
00 

Ai(x,y, z, t) = E exp[irrL-l(nx + my + lz)] 
where N is a given integer and where the normal 
components of V vanishes on the box walls. We point 
out here that the method to be employed in investigat­
ing the kinematic dynamo activity of Eq. (1) works 
equally well if (i) the box is rectangular rather than 
cubical, (ii) if the fluid is compressible rather than 
incompressible, and (iii) if the fluid can flow out of 
the box rather than being confined to the box. How­
ever the extra "bookkeeping" necessary when anyone, 
or all, of the conditions, cubical, incompressible or 
confined, is relaxed is both unwieldy and, quite frankly, 
uninviting. It also obscures, in a plethora of notation, 
the basic structure of the equations. For these rea­
sons we confine our attention to the simple situation 
given in the text.] The amplitudes V1 (t), V2(t), V3 (t) are 
random functions of time with zero mean. For the 
remainder of this paper we take the velocity turbul­
ence to be incompressible, V. V = 0, so that, from 

n.mll:::-oo 
x A(i)(n, m, I, t). (5) 

Use Eqs. (3)-(5) in Eq. (1). Then equate the coeffici­
ents of like factors exp[irrL-l(nx + my + lz)] to 
obtain, after a little algebra, 

a:~X) (n,m, l) + Trr2L-2(n 2 +m 2 + l2)A(x)(n, m, l) 

= Trre:(8L)-1[V2(CD - C]) - V1C])], (6a) 

M(Y) 
aT (n,m, l) + Trr2L-2(n 2 +m 2 + l2)A(Y)(n,m, l) 

= TrrE(8L)-1[V1 (@ -@) - V2@], (6b) 

aA(z) 
---a:r(n,m, l) + Trr 2L-2(n2 +m 2 + l2)A(z)(n, m, l) 

Eqs. (2), we have = TrrE(8L)-1[V1CID + ViID], (6c) 

(4) where 

CD = (n - N)[A(Y)(n -N,rn - N, l-N) + A(Y)(n - N,rn -N, l + N) -A(Y)(n -N,rN + N, l- N) 

- A(Y)(n - N, rn 1- N, l + N)] + (n + N)[A(Y)(n + N, m - N, l + N) + A(Y)(n + N, m - N, l - N) 

-A(y)(n + N,m + N, l + N) -A(Y)(n + N,m + N, l- N)] - (m - N)[A(x)(n - N, m -N, l- N) 

+ A(x)(n - N, m - N, l + N) + A(x)(n + N, m - N, l + N) + A(x)(n + N, m - N, l - N)] 

+ (m + N) [A(x)(n + N,m + N, l + N) + A(x)(n - N,m + N, l-N) + A(x)(n + N,m + N,l- 1';) 

+ A(x)(n -N,m + N, l + N»), 

@ = (n - N)[A(z)(n - N, m - N, l - N) + A(z)(n - N, m + N, l - N) - A(z)(n - N, rn - N, 1 + N) 

-A(z)(n -N,m + N, l + N)] + (n + N)[A(z)(n + N,m -N, l- N) + A(z)(n + N,m + N, l- N) 

-A(z)(n + N,m - N, l + N) -A(z)(n + N,m + N, l + N)] - (l - N)[A<x)(n - N,m - N, l- N) 

+ A(x)(n - N, m + N, l - N) + A(x)(n + N, rn - N, l - N) + A(x)(n + N, m + N, l - N)] 

+ (l + N)[A(x)(n + N, m + N, l + N) + A(x)(n - N, rn - N, l + N) + A(x)(n + N, m - N, l + N) 

+ A(x)(n - N, m + N, I + N)], 

@ = (m - N)[A(x)(n - N, m - N, l- N) + A(x)(n - N, m - N, l + N) - A(x)(n + N, rn - N, l + N) 

- A(x)(n + N, m - N, l - N)] + (m + N)[A(x)(n - N, m + N, I + N) + A(x)(n - N, m + N, l - N) 

- A(x)(n + N, m + N, l + N) - A(x)(n + N, m + N, l- N)l - (n - N)[A(Y)(n - N, m - N, l- N) 

+A(y)(n-N,m-N,l +N) +A(y)(n-N,m+N,l +N) +A(Y)(n-N,m+N,l-N)] 

+ (n +N)[A(Y)(n +N,m+N,l +N) +A(Y)(n +N,m-N,l +N) +A(Y)(n +N,m+ N,l-N) 

+ A(x)(n + N, m- N, l- N)], 

® = (m - N)[A(z)(n - N, m - N, l - N) + A(z)(n + N, m - N, l - N) - A(z)(n - N, m - N, l + N) 

-A(z)(n + N, m- N, l + N)] + (m + N)[A(z)(n -N, m + N, l- N) +A(z)(n + N, m + N, l- N) 

- A(z)(n - N, m + N, l + N) -A(z)(n + N, m + N, l + N)] --U - N)[A(Y)(n - N, m- N, 1- N) 

+A(Y)(n + N,m- N, 1- N) +A(Y)(n - N,m + N,l- N) + A(Y)(n + N, m + N, 1- N)] 

+ (Z +N)[A(Y)(n-N,m-N,l +N) +A(Y)(n +N,m-N,l +N) +A(Y)(n-N,m+N,l +N) 

+A(Y)(n +N,m+N,l +N)J, 

CID = (1 - N)[A(x)(n - N, m - N, 1 - N) + A(x)(n - N, m + N, l- N) - A(x)(n + N, rn - N, l- N) 

-A(x)(n +N,m+N,l-N») + (l +N)[A(x)(n-N,m-N,l +N) +A(x)(n-N,m+N,l +N) 
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-A(x)(n +N,m-N,l +N)-A(x)(n +N,m+N,l +N)]- (n-N)[A(z)(n-N,m-N,l-N) 

+A(z)(n-N,m+N,l-N) +A(z)(n-N,m-N,l +N) +A(z)(n-N,m+N,l +N)] 

+ (n +N)[A(z)(n +N,m-N,l-N) +A(z)(n +N,m+N,l-N) +A(z)(n +N,m -N, l+N) 

+A(z)(n +N,m +N,l +N)j, (11) 

® = (l - N)[A(Y)(n - N, m - N, 1 - N) + A(Y)(n + N, m - N, 1 - N) - A(Y)(n - N, m + N, 1 - N) 

-A(Y)(n + N,m + N, l- N)l + (l + N)[A(Y)(n - N,m - N, l + N) + A(Y)(n + N,m - N, 1 + N) 

- A(Y)(n - N, m + N, 1 + N) - A(Y)(n + N, m + N, I + N)] - (pz - N)[A(z)(n - N, m - N, 1- N) 

+ A(z)(n + N,m - N, l- N) + A(z)(n - N, rn - N, I + N) + A(z)(n + N,m - N, 1 + N)l 

+ (m + N)[A(z)(n - N, nt + N, I - N) + A(z)(n + N, nt + N, 1 - N) + A(z)(n - N, m + N, l + N) 

+ A(z)(n + N,m + N, 1 + N)l. (12) 

We have suppressed the variable r in eachA(n,m, Z) 
with the understanding that it is present. Further 
r = tiT, where T is the correlation time for V. We 
have also written V1 = EV 1 , v 2 = EV 2 , so that <vi) = 
E2 = (V~). 
Now consider the probability P of finding the combina­
tion of values t'v v2' {A(X)(n, m, l)}, {A(Y)(n, m, l)}, and 
{A(z)(n, m, l)} at time r. Let the probability of finding 
v 1 and v 2 on their own be described by the operator 
field £(v 1 , v2 ). 

Then per, v1, v2' {A(x)(n, m, l)}, {A(Y)(n, m, l)}, 
{A(z)(n, m, l)}) satisfies the spatially homogeneous 
equation 

ap 00 

-a = £(v1, v2)P - ~ 
T n,m,l=-oo 

a 
aA(i)(n,m, l) 

i=x,y,z 
x (aA(i)(n, m, l) p) ar , 

where the aA (i)(n, m, l)/a -r are given by Eqs. (6). 

(13) 

While Eq. (13) is both general and exact, it is difficult 
to proceed further until the statistical distribution of 
t'1 and v2 on their own is specified. For the remaind­
er of this paper we shall take £(vv v2) to represent 
a Gaussian velocity distribution in both v1 and v2' 
with the same correlation time and intensity in each 
component. Then9 

a a a2p a2p 
£(vv v2)P == - (v1P ) + - (v 2P) + - + -, (14) 

aV1 aV2 avl avl 

and Eq. (13) becomes 

ap a a a2p a2p - = - (v P) + - (v P) + - + -
a-r aV 1 1 aV2 2 av2 av2 

1 2 

f a (aA(i)(n,m,l)p). (15) 
n ,m,l ;-00, oA(;)(n, m, l) 0 r 

i=x ,Y,2 

,---------------------------------------

The first four terms on the right-hand side of Eq. (14) 
represent the assumption that the stationary pro­
bability distribution over vI> V2 alone is the Gaussian 
exp(-i(vl + v~». 
The initial values of A(i)(n, m, I) are sufficient to 
determine the solution of (15). Denote them by 
A(i )(n, TIl, I; 0), so that at r = 0 the probability distribu­
tion is 

P(r = 0) = (21T)-1 exp(-HvI + vI» 
00 

x n 6[A(i)(n,m, l; r) -A(t)(n,m, I; 0)]. (16) 
n ,m.l =-00 

i =X,y,Z 

To proceed with the solution of Eqs. (15) define the 
quantities 

Rj(n', m', 1'; vI> v2; r) = JA{j)(n', m', l')P 11 
n,rI'I.,l=-oo 

i=x,y,z 

x dA(;) (n, 111, Z); (17) 

so that the amplitude of the component of the ensemble 
average vector potential (A) varying as 
exp[i1TL-1(nx + my + lz)] is 

(A(;)(n, m, l; r» = JRi(n, m, l; vI> v 2; r)dv 1 dV2' (lS) 

with the associated ensemble average magnetic field 
amplitude 

(B(;)(n, m, l; r» = exp[-i1TL-1(nx + my + lz)] 

x Ejjk(A(k)(n,m, 1; r»-aO exp[i1TL-1(nx + my + lz)]. x. 
J (19) 

From Eq. (15) we obtain 

oRX(n m 1) 
o~ , = £(v1, v2)RX(n,m, 1) -1T 2T/TL-2(n 2 + m 2 + 12)RX(n,m, 1) + 1TE:T(SL)-1 

x (v 2{(n - N)[RY(n- N,m-N,I-N) +RY(n - N,m-N,I +N) -RY(n-N,m +N,I-N) 

- RY f.n - N, m + N, 1 + N) - RZ(n - N, m-N, 1- N) - RZ(n - N, m + N, 1 - N) 

+Rz(n-N,m-N,l +N) +Rz(n-N,m+N,l +N)] + f.n +N)[RY(n +N,m-N,l +N) 

+ RY (n + N, m- N, 1- N) - R(Y)(n + N, m + N, 1 + N) - RY (n + N, m + N, 1- N) 

-Rz(n +N,m-N,l-N)-R(z)(n +N,m+N,l-N) + Ra(n +N,m+N,l +N) 

+ Rz (n + N, m - N, I + N)l + fm + Z)[Rx (n + N, m + N, 1 - N) + Rx (n - N, m + N, 1 - N) 
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-R"(n-N,m-N,l +N)-Rx(n +N,m-N,l +N)j + (m-l)[Rx(n +N,m +N,l +N) 

+ R" (n - N, m + N, l + N) - R" (n + N, m - N, l - N) - R" (n - N, m - N, l - N»)} 

- vI{(n - N)[Rz(n - N, m- N, l- N) + Rz (n - N, m + N, l- N) - RZ{n - N, m- N, l + N) 

-Rz(n-N,m+N,l +N)j + (n +N)[Rz{n +N,m-N,l-N) +Rz(n +N,m+N,l-N) 

-Rz{n +N,m-N,l +N)-Rz{n +N,m+N,l +N)j- (l-N)[Rx(n-N,m-N,l-N) 

+R"(n-N,m+N,l-N) + RX(n +N,m-N,l-N) +R"(n +N,m+N,l-N)J + (l +N) 

x [R«n +N,m+N,l +N) +R:X{n-N,m-N,l-N) + RX(n +N,m-N,l +N) 

+ R"(n - N,m + N,l + N)li), (20) 

aRY(~~nt, l) = £(v
1

, v2)RY(n,m, I) - 1T2T]TL-2(n 2 + m 2 + 12)RY(n,rn, I) + 1TET(SLtl 

x (v1{(m-N)[R"(n-N,m-N,l-N) +R"(n-N,m-N,l +N)-R"(n +N,m-N,l +N) 

-R"(n +N,m-N,l +N)-Rz(n-N,m-N,l-N)-Rz(n +N,m-N,l-N) 

+Rz(n-N,m-N,l +N) + Rz{n +N,m-N,l +N)j +(m +N)[R:x{n-N,m+N,l +N) 

+ R"(n -N,m + N, l- N) - R'c(n +N,m +N,l + N) - R"{n + N,m + N, l- N) 

- Rz (n - N, m + N, l - N) - Rz (n + N, m + N, I - N) + Rz (n - N, m + N, l + N) 

+ Rz (n + N, m + N, I + N) j + (l- n)[RY (n - N, m- N, l - N) + Ry (n - N, m + N, l- N) 

-RY(n +N,m+N,1 +N)-RY{n +N,m-N,l +N)] + (I + N)[RY(n +N,m+N,I-N) 

+ RY(n + N,m- N,l- N) - RY(n - N,m- N,l + N) - RY{n - N,m + N, l + N»)} 

- v2{(m-N)[Rz(n - N,m- N, l- N) + Rz(n + N,m- N, l- N) - Rz(n -N,m- N, l + N) 

-Rz(n +N,m-N,l +N)] + (m+N)[Rz(n-N,m+N,l-N) + RZ(n +N,m+N,I-N) 

-Rz(n-N,m+N,l +N)-Rz(n +N,m+N,1 +N)]- (Z-N)[RY(n-N,m-N,I-N) 

+RY(n +N,m-N,l-N) +RY(n-N,m+N,I-N) +RY{n +N,m+N,l-N)J + (l +N) 

x [RY(n-N,m-N,1 +N) +RY(n +N,m-N,l +N) +RY{n-N,m+N,1 +N) 

+RY(n +N,m+N,1 +N)]}} 

aRz(n m l) 2 
a~' = £(Vll v2)Rz(n,m, l) -1T2T]TL-2(n 2 +m 2 + l )Rz(n,m, l) + 1TET(SL}-l 

X (v1{(l-N)[R"{n-N,m-N,l-N) +R"(n-N,m+N,l-N)-R"(n +N,m-N,l-N) 

- R"(n + N,m + N,l- N)] + (I + N) [Rx(n - N,m- N, I + N) + R"{n - N,m +N,l + N) 

-R"(n +N,m-N,l +N)]-R"(n +N,m+N,l +N)]- (n-N)[Rz(n-N,m-N,I-N) 

+ Ra (n - N, m + N, I - N) + Rz (n - N, m - N, I + N) + Rz (n - N, m + N, l + N)j + (n + N) 

X [Rz(n +N,m+N,I-N) + Rz(n +N,m-N,l-N) +Rz(n +N,m-N,l +N) 

+ Rz(n + N,m + N, l + N)]} + v 2{(l-N)[RY(n -N,m -N, I-N) + RY(n + N, m - N, I-N) 

-RY(n-N,m+N,l-N) -RY{n +N,m+N,l-N)] + (I +N)[RY(n-N,m-N,l +N) 

+RY(n +N,m-N,l +N)-RY(n-N,m+N,1 +N)-RY(n +N,m+N,l +N)]- (m-N) 

X [Rz(n-N,m-N,l-N) + Rz(n +N,m-N,l-N) +Rz(n-N,m-N,l +N) 

+ Rz (n + N, m - N, I + N)] + {m + N)[Rz (n - N, m + N, l - N) + Rz (n + N, m + N, l - N) 

+Rz(n-N,m+N,l +N) + Rz(n +N,m +N,l +N)]}}. 

(21) 

(22) 

In writing Eqs. (20)-(22) the dependence of each R(O 
on vll v2' and T is implied rather than spelled out 
explicitly. By inspection of Eqs. (20)-(22), we see 
that they represent a linear threefold infinite set of 
finite difference equations in n, m, and l; that they are 
second order differential equations in VI and v2; and 
that the coefficients are independent of time T. SO 
each and every R (0 has normal modes with the de­
pendence 

In order to demonstrate dynamo activity it is both 
sufficient and necessary to show that at least one of 
the allowed "eigenvalues" a exists with Re(a) > O. 

where a is independent of n, m, l, vll and v2' 
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Before proceeding with the discussion of Eqs. (20)­
(22), it is opportune here to write down some auxiliary 
expressions for we will make use of them in Sec. III. 

It will prove convenient to expand later in terms of 
the eigenfunctions, 1/1 r of the homogeneous equation 

d21/1 r d 
- + - (x'" ) + ,..,1, - 0 (24) dx2 dx 'l'r • 'l'r - , 

which are 
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(25) 

where H .. is the rth Hermite polynomial. From the 
recurrence relation for the Hermite polynomials, we 
obtain 

2 1/2X1/l .. (x) = 1/1 .. +1 (x) + 2r1/l,.._1 (x). (26) 

It is clear by inspection of Eqs. (20)-(22) that by 
writing 

00 

R(i)(n,m, I; vl' v2) = ~ R~~)(n,m, l)1/I .. (v 1)1/Is(V2), (27) 
"',s=O 

it is possible to r educe the equations to algebraic 
finite difference equations in the five-integer space 
of n, m, I, r, and s. It is also clear that such a reduc­
tion will then yield an infinite determinant as a con­
sistency condition for the homogeneous solutions to 
Eqs. (20)- (22). The zeros of the determinant then 
yield the allowed a values. This techniques has been 
used elsewhere8 to obtain those eigenvalues giving 
rise to kinematic dynamo action in an infinite medium, 
when the random velocity field is a function of only 
one spatial coordinate. 

In the present case where the random velocity field 
possesses two independent amplitudes, which are 
functions of time, and also depends on all three spatial 
coordinates, we have been unable to obtain (much less 
solve!) the infinite determinant. We, therefore, resort 
to a different technique to investigate the behavior 
and Signature of the eigenvalues a of Eqs. (20)-(22). 

m. REDUCTION OF THE FINITE-DIFFERENCE 
EQUATIONS USING A VARIATION OF KAC'S 
"LDnT-THEOREM" APPROACH 

So far the finite-difference Eqs. (20)-(22) [or their 
equivalent using (27)] are statistically exact equations 
to the problem of kinematic dynamo activity in a box. 
They are quite difficult to reduce any further exactly. 

However, when the box is large enough, we can use a 
variation of a technique employed by Kac10 which he 
ascribes to Smoluchowski. ll In the form suitable for 
our equations we write 

R(;)(n - N, ••• ) = RW(n/L - N/ L, ••• ). 

For large values of L (N fixed), we have 

R(i)(n/ L - N / L ••• ) = R(i)(n/ L) _!i aR(i)(n/ L) + ... , L --C:-07"(n""""'';''';L-'-) --'- , 

since in the limit L ~ CIJ (tv fixed) only thosen such that 
niL ~ finite contribute. In order to anticipate the 
transformation to continuous variables we write 
N=AL, 

L-I(n,m, l) = (~, II,~) == k, 

with Ikl » A. 

Then for large enough (but finite) L, Eqs. (20)-(22) 
reduce to 

(28) 

aRY = .c(vl> v2)RY -1T21JT(~2 + 112 + ~2)RY 

{ [ 
aRZ aRY aRY aRxJ 

+ 1TETt. VI liar + ~ar - ~ar - var 
- V2[RY + ~a~Y - II~J}, 

+ V 2 [Rz + 1I0:Vz - ~a::J}, 

where Ri == Ri(~, II, ~, VI' V2)' 

Now write 

(29) 

(30) 

(31) 

and use the recurrence relation (26) to obtain from 
Eqs. (28)- (30) the equations 

+ 1TETA2-1/2j~[aR~m-l + 2(m + 1)0R~,m+1 
I a~ a~ 

_ aR~.m-l _ 2(m + l)aR~.m+lJ 
011 all 

+ vi[R~.m-l + 2(m + 1)R~,m+l] 

- ~a1(R~.m-1 + 2(m + 1)R~.m+l] 

+ (a1 [R~-l.m + 2(n + l)R~+l.m] 

- (1 + 1I00~) [R~-l.m + 2(n + 1)R~+1.m]f' (32) 

aR~m = - (n + m )R~m - 1T 271T«( 2 + 112 + P)R~m 

+ 1TETA2-1/2~lIaa~ (R~-l.m + 2(n + 1)R~+1,m] 

- lIa~ [R~-l,m + 2(n + l)R~+l.m] + lIaa~ 

x [R~.m-l + 2(m + l)R~.m+l] 

+(~~ - ~a1)[R~-l.m + 2(n + l)R~+l.m] 
- (1 + ~a1 ) [R~.m-l + 2(m + 1)R~.m+l] , (33) 

aR~m = - (n + m )R~m - 1T2TJT(~ 2 + 112 + ~ 2)R~", 

+ 1TETA2-1/2{- ~a~[R~-r.m + 2(n + 1)R~+l.m] 

+ (1 + (a~)(R~-I.m + 2(n + 1)R~+1.m] 
a 

- ~all[R~.m-l + 2(m + l)R~.m+d 

+ (1 + lIaall)[R~.m_1 + 2(m + l)R~.m+l]~' (34) 

The finite difference equations (32)-(34) can be con­
verted into exact differential equations by employing 
a technique due to Kac. IO Write 

J. Math. Phys., Vol. 13, No.1, January 1972 
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00 

(35) Qi(a, 13; (, II, ~) = L) R~m(~' II, Oa n{3m. 
n.m~O 

We shall refer to the Qi as 'generator fields' for the 
R~m' Then it is obvious by inspection of Eqs. (32)­
(34) that the generator fields satisfy the coupled 
first-order equations 

(TQx = _ aQ: - f3Q; _ 1T2T]T(~2 + 112 + ~2)Qx 

+ 7T€T~2-1/2[qi3Qt + 2Q:6 - i3Q,; - 2Q.:a) 

+ v(i3Q~ + 2Q~6) - ~(i3Q: + 2Q~6) 
+ ~(aQ~ + 2Q:~) - (aQX + 2Q:) 

- lI(aQ~ + 2Q:.)], (36) 

uQy = - aQ~ - i3Q~ -1T2T]T(~2 + 112 + ~2)QY 

+ 7TET~2-1/2[- lI(aQ~ + 2Q~a - aQ;- 2Q~t) 

+ ~(aQ~ + 2Q~,) - ~(aQ~ + 2Q~.) 
+ 1I(f3Q ~ + 2Q ~.) - (f3QY + 2Q~) 

-~«(3Qf+2Q~t)], (37) 

uQZ = _ aQ~ _ {3Q~ _ 1T2T]T(~2 + 112 + ~2)Qz 

+ 7TET~2-1/2[- ~(aQ~ + 2Q:,) + aQz + 2Q: 

+ ~(aQ: + 2Q~~) - ~(j3Q~ + 2Q~6) 
+ f3Qz + 2Q~ + lI(i3Q~ + 2Q~)], (38) 

where 

Q ~bC ••. = [a: . a ~ . a ~ ... ] Q i. 

The advantage of expanding R i(~, II, ~,vI> v2) in the 
normal modes of .c(v 1 , v 2 ) and then resumming the 
coefficients is fairly clear. By so dOing we convert 
the second-order equations (28)-(30) (in vl and lI 2) 
into first-order equations (36)- (39) (in a and j3) and, 
as is usual, discussion of first order equations with 
nonconstant coefficients is somewhat simpler than 
discussion of second-order equations with noncon­
stant coefficients. 

Equations (36)-(38) can be simplified by the trans­
formation 

Qt =fJexp(- t(a 2 + (32)], 

to yield 

aj-X = _ af; + ~a~x - f3f6x + ~f32r 
_1)1T2T(~2 + 112 + ~2)fX 

+ 1TET~21/2[~(ft~ -f.:a) + lI(fu~ -f,:) 

- U.~ + U.: - f;J, 

(TfY = - af: + ]a 2fY - f3fi + ~(3~fY 
_1)1T2T(~2 + 112 + ~2)r 

+ 1TET~21/2[1I(f:a -f~: + f~~) + Via -/i 
- ~(fia + f~)], 

(Tf Z = _ af"Z + ~a2f Z - f3f; + ~f32f2 
_ 1)7T2T(~ 2 + 112 + ~2)fZ 

+ 7TET~21/2[_ ~(f;a. + f!s) + rJ;a + lI/u'S 

+ f: + f6J' 

(39) 

(40) 

(41) 

(42) 

Note from Eqs. (40)-(42) that the generator fields Ii 
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are either centrally symmetric or antisymmetric 
with respect to (~, II, 0, Le., 

fS(-~,-II,- 0 =J~(~, v, 0 
and 

fA(-~' - II, - ~) = - fA(~' II, ~). 

(43a) 

(43b) 

IV. LONG-WAVELENGTH SYMMETRIC MODES 

We have not succeeded in obtaining the general sym­
metric solution to Eqs. (40)-(42). But in demonstrat­
ing that Eqs. (40)-(42) generate kinematic dynamo 
activity the general solution of the equations is not 
essential, as we now demonstrate directly. 

Consider the long-wavelength situation (~2 + 112 + ~2) 
1)T « 1. 

Write 

f; = ai(a, (3) + b;l(a, (3)kj kl + O(k4) + "', 

where k = (~, II, ~). Then to O(kO), Eqs. (40)-(42) give 

x x x + 1 (2 2) x 21/2 x aa =-aaa- i3 lla 2a +13 a -1TET~ aa' 

aa Y = - aa~ - {3a~ + Ha 2 + (32)a Y - 1TET~21/2a~, 

aa z = - aa~ - (3a~ + ~(a2 + (32)a z 

+ 1TET~21/2« + a~). 

(44) 

(45) 

(46) 

Note from Eqs. (44)-(46) that the amplitudes aX, aY, 

and a Z are linearly independent. If we had gone to 
O(k2) then twenty s.even inhomogeneous differential 
equations for the b;l(a, j3} would have resulted with 
the at acting as source terms for the b's. So the a's 
form the basis for computing the series expansion of 
/1 in ascending powers of k. 

Consider the solution to Eqs. (44)- (46). From Eq. 
(44) we see that aX(a, {3) is separable. Write 
aX(a, {3) = R(a}S({3). 

Then from Eq. (44) we obtain 

(47) 

«(T - ~a2 - c)R + (a + 7TET~21/2)Ra = 0, (48) 

where c is the separation constant. The general 
solution to Eq. (47) is 

S(j3) = S{3-c exp(~f32), (49) 

where S is a constant. 

But from Eq. (35) we see that, as {3 ~ 0, we have 

so that c = 0 and then S({3) = S exp~{32. 

With c == 0 the general solution to Eq. (48) is 

R(a) = R(a + r)<r2/2-a) exp[ {(a + r)2 - r(a + r)], 
(50) 

where r = 1TET~21/2. 

Now as a ~ 0, we have 

(51) 
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so that 

RS = Rt,o(k = 0)r(o-r2/2) exp(~-r2), 

and then 
00 

QX(a, (3; k = 0) == 6 R~m(k = O)a n(3m 
n.m"0 

(52) 

= Rt,o(k = 0)(1 + a/r)(r2/2-o) exp(- ~ar). (53) 

Note that this is independent of (3 so that 
QX(a, (3, k = 0) is synonymous with 

00 

QX(a, (3 = 0 = k) = 6 R~o(k = O)an. 
n=O 

Now replace a by e iS and integrate 0 ,;:; e ,;:; 27T in 
Eqs. (53) and (54). From Eq. (54) we have 

J
2n 

27TRoo(k = 0) = QX(e ie , (3 = 0 = k)de. 
o 

(54) 

So there exists a symmetric solution for QX if, and 
only if, 

J
2n 

27T = de(1 + eie/r)(r2/2-o) exp(- ~reiS). (55) 
o 

Equation (55) gives the allowed a values as functions 
of r in order that a symmetric solution exist. With 
z = eie we can convert the integral in Eq. (55) into 
an .integral around the unit circle in the complex 
z plane centered on the origin. Then Eq. (55) becomes 

27Ti = ~dz (1 + z/r)(r2/2-o) exp(-~rz). (56) . z 

The immediate problem before us is to find the a 
values for which the integral on the right-hand side 
of Eq. (56) is 27Ti. 

Some of the roots are obvious. If ~ r 2 - a = n (n a 
pusitive integer including zero), then Eq. (56) is satis­
fied. If ~ r 2 - a = - m (m a positive integer exclud­
ing zero), then Eq. (56) is satisfied if also r > 1. If 
r < 1 and ~r2 - a = - m (m a positive integer), then 
Eq. (56) is satisfied if and only if 

am- 1 
-- [Z-l exp(- trz)].~-r = o. 
az m - 1 

(57) 

If ~r2 - a is not an integer (either positive or nega­
tive) then we have so far been unable to obtain the 
remaining (if any) roots to Eq. (56). However in 
order to demonstrate dynamo activity we do not re­
quire all the roots. For example, the root (n = 0), i.e., 
a = ~r2 == 1T2€2T2N2/L2 gives a growing mode with 
e-folding time 

(58) 

Consider next the y component of field obtained from 
Eq. (45). We see by inspection that this has the same 
structure as Eq. (44) if we replace a ~ (3 and (3 ~ a. 
So 

QY(a, (3, k = 0) 

= R~o(k = 0)(1 + (3/r)(r
2
/2-o) exp(- ~rf3) (59) 

and the dispersion relation satisfied by QY is exactly 
Eq. (55) with the same roots, i.e., the same a values. 

Consider finally the z component of field from Eq. 
(46). It is again clear by inspection that az(a, (3) is 
separable. 

USing an identical argument to that for Eqs. (44) and 
(45), it is easy to show that 

Qz(a, (3, k = 0) = R~o(k = 0) exp[~r(O' + {3)] 
x (1 - (3/r)<r 2/2-c)(1 - 0'/r><r2/2 - o+c), (60) 

where c is the separation constant for Eq. (46). Then 
with 0' = e itJ , (3 = e''i', we obtain the dispersion rela­
tion 

Jdz exp~rz(1 - z/r><r 2
/ 2 - c) 

z 

x Jd:,' exptrz'(1-z'/r)(r2/2 - o+ c) = - 47T 2 , (61) 

where the integrals over z and z' are to be taken 
around the unit circles centered on the origin in the 
complex z and z' planes, respectively. The alterna­
tive is R~o == O. 

But we originally assumed that each and every Ri 
varied as exp(a'T), so the roots of Eq. (61) have to be 
identical to the roots of Eq. (56) if R~o -;J!. 0 -;J!. Rbo 
-;J!.~o· 
One set of roots to Eq. (61) is obtained by choosing 

L a positive integer including zero, 
(62a) 

M a positive integer including zero. (62b) 

From Eqs. (62) we obtain 

a = r 2 - (L + M ). (63) 

But from Eq. (56) we have 

(64) 

Equations (63) and (64) are compatible if, and only if, 

(65) 

which requires L + M ? n. 

So symmetric long-wavelength dynamo modes exist 
in a box with the growth rate a and the product 
7T 2(2T2N2/L2 being positive, discrete, integers. So 
the e-folding time of any such disturbance is 'T m 

= T/m, m = 1,2, ... , where T is the correlation 
time of the turbulent fluid velocity. And the unstable 
modes exist when 1T2(2T2N2 = L2r , r = 1, 2, .... In 
making these remarks we are assuming that none of 
R~o, R6o, and R~o are zero. 

In the event that R~o is zero, the modes are 

a = ~r2-n 
with no restriction that ~r2 must be an integer. 

Consider now the antisymmetric modes. 

V. LONG-WAVELENGTH ANTJSYMMETRIC MODES 

We again consider the long-wavelength situation 
(~2 + 112 + ~2)17T « 1. 

Write 

f~ = bi (a, (3)~ + b~(O', (3)1I + b~(a, (3)~ + O(k 3) + .... 

Then to lowest order Eqs. (40)-(42) give 
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ab~ = !(0'2 + /32)b~ - (aoa + /3oB)b~ 

+ r[oBb; + 0a(b; - b~)l, (66) 

ab; = ~(a2 + j32)b~ - (aoa + j3oa}b~ 
+ r[os(b; - b;) - oab~l, (67) 

ab~ = %(a2 + j32}b~ - (aoa + /3oB)b~ 
- r(o" + os}b~, (68) 

abi =:; ~(0'2 + j32)bi - (aoa + j3os)bj' 

+ r(oa - 0a)bj', (69) 

ab~ =:; !(0'2 + j32)b~ - {aoa + j3os)b~ 
+ r[oa(b~ - b~} + os(b~ - bDl, {70} 

ab~ = ~{a2 + j32)b~ - (aoa + j3oa)b~ 

- r(oa + 2oe)b~, (71) 

ab~ =:; %(a 2 + j32)b~ - (aoa + /3oe)bt 

+ r(2oa + oJbt, (72) 

ab~ = ~(a2 + (32)b~ - (aoa + (30B )b~ 
+ r(oa + 208 )b~, (73) 

ab; = %(a 2 + (32)b; - (aoa + /3os)b~ 
+ qOa(b; - b~) + 0e (b~ - b~)], (74) 

where O)!. == a/a)!.. 
Note that Eqs. (68), (69), and (71}-(73) are homogene­
ous and independent of each other and independent 
of th~ remaining four equations (66), (67), (70), and 
(74) m the sense that no knowledge of the latter is 
required in order to obtain the general solution to 
the former. But, of course, the converse is not true. 

It is also clear that if we can obtain the general solu­
tion to Eq. (71) as a function of a, /3, and r then we 
can write down by inspection the general solutions to 
Eqs. (72) and (73). For if we denote the general solu­
tion to Eq. (71) by F(a, /3, r), then to within a multi­
plicative constant b~ = F({3, a, - r} and b~ = 
F({3, 0', r). 

Likewise if we denote the general solution to Eq. (68) 
by G(O', (3, r) then to within a multiplicative constant 
bi =:; G(- a, /3, r}. Consider Eqs. (68) and (71). The 
general solution to Eq. (68) is 

b; = T; (jj + r)<r2/2-c) (a + r)(c-o+r2/2) 

x exp{t[(a + r)2 + (/3 + r)2] - r(O' + {3 + 2r}}, 
(75) 

where c is the separation constant. So 

bi = Ti(i3 + r)<r2/2-c1)(a + r)(c 1-o+r2/2) 

x exp{~[(r - 0')2 + {jj + r)21- r(/3 - a + 2r}}, 
(76) 

where, in general, c 1 is not the same as c. 

The general solution to Eq. (71) is 

b~ = T~{jj + 2r)(2T2_q)(r + a)(q-o+r2/2) 

x exp{~[(O' + r)2 + (/3 + 2r)2] - r(2/3 + a + 5r)}. 
(77) 
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So 

b~ = Tl(O' - 2r)(2r2- q/){jj _ r}(QI-o+r2/2) 

X exp{~[{jj - r}2 + (a - 2r)2] + r(2a + i3 - 5r)}, 

b~ ::: T~(a + 2r)(2r2-QIl){jj + r}(ql1- a+r 2/2) 
(78) 

X exp{ i[{a + 2r)2 + (/3 + r}2] - r(2a + i3 + 5r)}, 

and, in general, q "'" q' "'" q". 
(79) 

From Eqs. (35) and (39) we obtain 

b~(a,13,k = 0) = exp[i(a 2 + 13 2)] 

~ oRn
i m{~' 0, 0)', x u a n{3m (M ) 

n,m=O o~ 1:=0' a 

b;(a,j3,k =:; 0)::: exp[~(a2 + 13 2}] 
00 i 

X ~ a n{:3 m oRnm(O, J), 0) 
n,m=O 0/1 I v=O' 

So that 
i 

b i (0 0 0) = oRoo I 
1 , , o~ k=O' 

i 

bi(O 0 0) = oRoo I 
2 , , a J) k= 0' 

(80b) 

(80c) 

i 
i oRoo I 

b3 (0, 0, 0) ::: "ifr.lk=O' 

Proceeding as .for the symmetriC modes, we set 
a ::: e le, {:3 ::: e'<p, and integrate Eqs. (75) and (80) over 
o ,,; e, cp ,,; 21T to obtain dispersion relations similar 
to those obtained for the symmetric modes. One set 
of solutions gives 

tr2 - c' = i, ~ r 2 - (J + c' = j, (81a) 

2r2 - q ::: I, ~r2 - (J + q ::: J, (81b) 

2r2 _q' =K, ~ r 2 - a + q' ::: L, (81c) 

2r2 - q" =M, ~r2 - (J + q" =: U, (81d) 

where i,j, l,J,K, L,M, and U are positive integers 
including zero. It is clear that an unstable solution 
exists if ~r2 is itself a positive int~ger. Or if there 
is ,only one nonzero derivative of R ~o then only one 
paIr of Eqs. (81) needs to be satisfied. For example 
consider that Eq. (81c) survives. Then ' 

q' =: 2r2 -K, (82) 
(J = ~r2 - (K + L). 

One set of solutions is K = 0 = L giving a = ! r 2 , so 
that in this case r2 can be a continuous variable and 
a> O. 

Alternatively we could consider the remaining four 
equations (66), (67), (70), and (74). They become an in­
dependent set if we choose b; == bi = b~ == b~ == b~ 
::: O. 

A,nd once again we obtain dispersion relations giving 
rIse to unstable solutions, i.e., regenerative kinematic 
dynamo action. We see no point in including these 
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modes here. The mathematical analysis is similar 
to that already given in this section and the disper­
sion relations are encompassed in one or more of 
Eqs. (81). 

VI. CONCLUSION AND DISCUSSION 

In this paper we have demonstrated for the first time 
that turbulent velocity fields confined to a 'box' give 
rise to kinematic dynamo action using an exact 
statistical set of kinematic dynamo equations. The 
analysis carried through to the end of Sec. II is exact 
and we also outline there how to obtain the exact 
infinite determinant which describes the normal 
modes (and their eigenvalues a) pertaining to the en­
semble average magnetic field. 

In view of the complexity of the general equations, we 
analyzed them only partially using a limit-theorem 
approach previously employed by Kac,lo We found 
that the basic response of the system was either 
symmetric or antisymmetric in the "wave-number" 
(~, II, ~). [Parenthetically we point out that this is a 
property of the exact equations involving the R i(n, 
rn, 1) given in Sec. II]. 
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For long wavelength disturbances both the symmetric 
and antisymmetric modes give rise to kinematic 
dynamo action with an e-folding time 

T = O(£2/N21T2€2). 

These limiting cases are sufficient to establish the 
basic point that centrally symmetric turbulent fluid 
motions confined to a 'box' give rise, on their own, to 
kinematic dynamo action. 

This result, together with earlier work demonstrating 
kinematic dynamo action in infinite media with helical 
turbulence12 and isotropic turbulence3 •4 suggests 
that it is unlikely that any particular system will 
possess a distribution of velocity turbulence which 
does not give rise to kinematic dynamo action, be it 
a finite or an infinite medium. 
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The general structure for the distribution functions (reduced density matrices) for systems composed of a 
number of elements is given by taking the variation with respect to the distribution functions in the formalism 
of the cluster variation method. The parameters or the Lagrange mUltipliers occurring in the distribution 
functions must be determined by the reducibility condition of the distribution functions or by the stationariness 
condition of the free energy. 

1. INTRODUCTION 

The cluster variation method for the cooperative 
phenomena has been formulated on the basic varia­
tional principle for the free energy .1-3 Some years 
ago, the present author and Tanaka4 showed that the 
constant coupling approximation in the form given. by 
Callen and Callen,5 where a parameter is determined 
by a stationariness condition, is obtained on this more 
concrete basis. At the same time, they derived also 
the constant coupling approximation in the original 
form proposed by Kasteleijn and Kranendonk,6 where 
the parameter is determined by the consistency rela­
tion between the distribution functions for one spin 
and a pair of spins, on the same basis. 

In addition to Kasteleijn and Kranendonk, various 
authors7 - 9 have introduced approximation methods 
where the form of distribution functions is assumed 
and the parameters appearing in them are determined 

by some kinds of consistency conditions. The purpose 
of the present paper is to give the general structures 
for the distribution functions where the parameters 
are connected by the consistency relations. This is 
done on the basis of the variational principle for the 
free energy. 

The methods using series expansions and their extra­
polations are developed to an extent that one can 
obtain the exact knowledge near the critical point. 10 

That became possible by calculating higher expansion 
coefficients which are related to very large clusters. 
The cluster variation method is also expected to give 
detailed knowledge about the phase transition when 
such large clusters are considered and the limiting 
behaviors can be guessed as the larger clusters are 
considered. The general knowledge about the struc­
ture of the distribution function is considered to pro­
vide a concrete method of extending the constant coup­
ling approximation to larger clusters. 
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In the following two sections, the variation with res­
pect to the distribution functions is taken in the forma­
lism of the cluster variation method, taking account of 
the subsidiary conditions. The main conclusion of the 
present paper is summarized at the last paragraph of 
Sec.3. In Secs. 4-6, simple examples of approxima­
tions based on the present formalism are given for 
the purpose of illustration. 

The presentation is given for the Heisenberg model. 
It is noticed that the results are applicable for the 
ISing model or lattice gases by suitable reinterpreta­
tions of the notations. 

2. GENERAL STRUCTURE OF THE REDUCED 
DENSITY MATRICES: GENERAL THEORY 

In Sec. 2 of the preceding paper, 4 a short account is 
given of the formulation of the cluster variation 
method due to the present author. 3 That is sum­
marized as follows, by using more abstract notations 
for the convenience of the discussion in the following 
section. 

The free energy F of the system is calculated by the 
following variational principle: 

F = min ff, (2.1) 

(2.2) 

The minimum is taken with respect to the trial den­
sity matrix Pt under the normalization condition that 

The system is assumed to consist of L localized 
parts, which are called spins for convenience. 

(2.3) 

In this paper we shall use a symbol i to denote a clus­
ter of spins (il"'" in) (n = 1,2, "', Land il' i 2 , "', 

in.. = 1,2, .. " L). The fact that spin ij(j = 1,2, .. " or 
n) is involved in the cluster i, is denoted by ij E i. 
When all the spins jl' j2' •• " and jm involved in a 
cluster i is also involved in a cluster i, we call that 
i is a subcluster of i. If the number of spins involved 
in i is less than that of i, this fact is denoted by i C i. 
Notation i b i is used when i is either a subcluster of 
i or equal to i. We treat many summations of the 
type 

" = E a(ij) + E a(ij' i k ) + ... + a(il' i 2 , •• " i.) 
j=l ~j>k~l 

n 

= E E a(i. ,i. , ••• , i. ). (2.4) 
m=! n~1>j2> •.. >jm~l 1, 12 1m 

In terms of the cluster notation, we write this equa­
tion as follows: 

A(i) = E a(j). 
i 

(i~i) 

(2.4') 

When the cluster i is the cluster of all the spins in 
the system, (2. 4) becomes 

A = A(I, 2, .•• ,L) 
L 

= .0 E a(i l , i 2 , ••• ,im ), (2.5) 
m=l L ~iJ>i2>···>im~l 
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which is simply written as 

A + Ea(i), (2.6) 
i 

where the summation is taken over all clusters of 
spins in the system. 

In the present notation, the Hamiltonian of the system 
is expressed as 

H = .0 h(i) (2.6') 
i 

For the Heisenberg model where the formulation 
developed in this and the following sections will be 
applied, the Hamiltonian is 

I L 

H=-EhS jz - E JkS'S k , (2.7) 
j=l L~j>k~l J J 

so that 

\ - hSjz ' 

h(i) = t - JjkS j ' Sk 

0, 

if i = (j), 

if i = (j, k), (2.7') 

if i is a cluster of more than 
two spins. 

The trial-reduced density matrix Pt (i) for the cluster 
i is introduced by 

pii) = tr{L}-;Pt, (2.8) 

where the subscript {L} - i of tr denotes that the 
trace is taken over the states for all the L spins ex­
cluding the spins involved in the cluster i. From 
(2.8), one obtains the recurrence relation 

(2.9) 

where the spin at site k is assumed not to be includ­
ed in the cluster i. Then the function r (i) and y(i) 
are introduced by 

(2.10) 
and 

r( i) = E y(j). (2. 11) 
i(i~ i) 

Using this formula for the case when i is the cluster 
of all L spins, one obtains 

ff = 6 tr. h(j) pt(j) + E y(j), 
iii 

from (2.2), (2.6), and (2.8). 

(2.12) 

The original variational principle (2.1)-(2.3) is 
equivalent to the follOwing one: (2.1) where ff is 
given by (2.12) and the variation is taken with res­
pect to Pt( i) with the subsidiary conditions (2.9). 

In practice, we introduce an approximation where y( i) 
for some clusters are considered correctly in (2.12) 
and the others are ignored. If one introduces lngt< i) 
by 

lnpt(i) = 6 lIlgij}, (2.13) 
i (j.<; i) 

substitute (2.13) into (2.10) and compare with (2.11), 
one finds that 

(2. 14) 
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Hence this approximation may be said as the approxi­
mation where pt{j) for the ignored i is chosen such 
that the corresponding lngt( i) is zero, instead of exe­
cuting the stationariness condition of making the ~ 
stationary. 

When 1'(i) is ignored but h(i} is not zero, an approxi­
mation must be introduced to express the pi i) in 
terms of PtW for i for which 1'( i) are retained cor­
rectly. A natural choice will be to use 

Pt(i} :::: exp[lnPt(i) given by (2.13)] (2.15) 

and neglect Ingt(j) in the exponent for the ignored 
clusters. A method of replacing the effect h( i) for the 
ignored clusters by the effective potentials for i 
which are considered correctly, is presented in the 
Appendix. In the text, we shall assume that h( i) is 
zero for the ignored clusters. 

Following the terminology given in Refs. 2 and 3, the 
cluster i for which 1'(j) is considered correctly will 
be called a "preserved cluster". Now the approxima­
tion is characterized by the set of the preserved clus­
ters. For simplicity we shall assume that a subclus­
ter of a preserved cluster is also a preserved cluster. 
The set of preserved clusters will be written as U. In 
the following, i E U means that i is a preserved clus­
ter and i 'i U that i is not a preserved cluster or an 
ignored cluster. 

Neglecting 1'(j) for the ignored clusters, one obtains 

~:::: ~ tr.pt(i)h(j) + .0 1'(i). (2.16) 
iii 

(iEU) (iEU) 

The set of equilibrium distribution functions p(i) must 
be determined as Pt (i), which make this expression 
(2.16) stationary under the subsidiary conditions 
(2.9). This is the stage of the formulation given in 
the preceding papers. 

In the next place, we shall consider the problem of 
taking the variations of (2. 16) with respect to pte i), 
introducing the Lagrange multipliers to secure the 
subsidiary conditions (2.9). Before doing that, the 
variational function (2.16) is modified a little bit. 
r 1 (i) and 1'1 (i) are introduced by 

r1(i) :::: kTtriPt(i) lnp(i), 

r 1(i) = ~ 1'1(i) 
i (ii: i) 

On the other hand, lng( i) is introduced by 

lnp(i) = i] lng(j) 
i (i i: i) 

and then one notices that 

(2.17) 

(2.18) 

(2. 19) 

(2.20) 

Adding a sum of triPtO ) lng(j) over i to the right- hand 
side of (2.16) and then subtracting the corresponding 
sum of 1'1 (j) defined by (2. 17) and (2. 18) from it, one 
obtains 

:::: .E tr·pt(j)(hO) + kT lng(j) + ~ 1'2(j), (2.21) 
iii 

(iEU) (jEU) 

where "Y2(j) := 1'(i) - "Y1(j) is considered to be de­
fined by 

(2.22) 

where 

r 2( i) :::: kT tr pi i)(lnPt( i) - lnp( i) - 1) + kT; (2.23) 

- kT tri pte i) + kT has been added for the convenience of 
later calculation. Equation (2.21) with (2.22) is equal 
to (2.16) if the subsidiary conditions (2.9) are satis­
fied, and hence is considered as the function to be 
minimized under the subsidiary conditions (2.9). 

Let us introduce a complete set of matrices 1 and 
Mv(i), such that any matrix A in the space of the clus­
ter i is expanded as follows: 

(2.24) 

For example, in the case of the Heisenberg model, the 
set of Yr(5 k ) with 0 ~ 1 ~ 2S and - I ~ III ~ I or its 
equivalent represents the set of 1 and Mu(k), when 
i :::: (k) and the set of 

rt;-l y~j (5 i ) with 0 ~ lJ. ~ 2S. and - l. ~ 1Jl· ~ l. 
- j j 'j J J J 

or its equivalent represents the set of 1 and M) i) 
when i :::: (i 1 , i 2 , ••• , in)' 

With the aid of this complete set of matrices, the 
subsidiary conditions (2.9) for the variation is re­
placed by 

(2.25) 

where k ¢ i and 

(2.26) 

Denoting the Lagrange multipliers for the subsidiary 
conditions (2.25) and (2.26) as 

,\ )k; i) and f( i), (2.27) 

the variational function is written as 

g: = {g: given by (2.21)} 

~~ 
i k 

(i E U,k f-i.( i ,k)E U) 

- ~ f(i)[triPt(i) - 1], (2.28) 
I 

(i EU) 

where 

'\(k; i) := ~ Av(k; i)Mv( i). 
u 

(2.29) 

The Lagrange multipliers must be determined such 
that pte i), which minimize this expression, satisfy the 
subsidiary conditions (2.25) and (2.26). It is noticed 
that the differentiations of the expression (2. 28) with 
respect to A,,(k; i) andf(i) give the subsidiary condi­
tions (2.25) and (2.26). This implies that one can 
determine these Lagrange multipliers by the condi­
tion that the g: is stationary with respect to the varia­
tions of them, instead of the subsidary conditions. 

The ~ given by (2.28) is written explicitly as 

g::::: ~ tr.pt(j )[h(j) + A(j) - f(j) + kT lng(j)] 
i I 

(i EU) -+ .E 1'3(i), (2.30) 
i 

(i EU) 
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where 

A(j)= ~ y(k;j)- .0 i\(k;j-k) (2.31) 
k k 

(kEj) (kEjl 

and Y3( j) = [Y2( j) given by (2.22)] + f( j) is con­
sidered to be defined by 

(2.32) 

and 

r 3 (i) = kTtriPt(i)[ll\Ot(i) -11\O(i)-l] + kT + F(i), 
(2.33) 

where 

F(i)= ~ f(j). 
j 

<j <; i) 

The variation 

gives us 

lng(j} = f3[t{j) - h{j) - i\(j)]. 

Substituting this into (2.19), one obtains 

p(i) = expf3[F(i) - H(i) - A(i)], 
where 

H(i) = 6 h(j), 
j 

(j s:; i) 

~~ i\(k;j). 
. k i. _ 

(k¢i .1 s:;i, (, .k)EU) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

Note that, when (2.31) is substituted in (2.39), i\(k; j) 
are cancelled if k E i and j ~ i. With the aid of the 
normalization conditions for p( i) corresponding to 
(2.26), one obtains 

exp[- j3F(i)] = tri exp{ - f3[H(i) + A(i)]} 
and 

F=~f(i), 

(2.40) 

(2.41) 

where f( i) are calculated from the values of F( i) with 
the aid of (2.34). 

The other Lagrange multipliers Av(k; j) are deter­
mined by the subsidiary conditions corresponding to 
(2.25); 

(2.42) 

or the variational principle 

o[F given by (2.41), (2.40), and (2. 34)]!oi\v(k; i) = O. 
(2.43) 

As a result, one obtains general expressions for the 
distribution functions and the free energy, where the 
parameters or the Lagrange multipliers appearing in 
the expressions must be determined either by the 
sell-consistency relation or by the stationariness of 
the free energy. 
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3. GENERAL STRUCTURE OF THE REDUCED 
DENSITY MATRICES: APPROXIMATION 
METHODS 

We have proceeded our calculation in the last section 
quite formally without considering on which Pt (i) the 
variational function g: given by (2. 16) does depend 
actually. The results obtained are quite general but it 
contains much more Lagrange multipliers than is 
actually necessary. 

As examples, two rather trivial cases will be consider­
ed. First, the case when all the clusters are consider­
ed correctly. Then the entropy term in the variation­
al function (2.16) should be the original one (2.2), 
which depends only on Pt. All the reduced density 
matrices Pt (i) must cancel with each other in the 
variational function g:; and the variational calculation 
gives simply 

P == exp[f3 (F - H) ], (3.1) 

where F is a constant determined by the normaliza­
tion condition (2.3) or Trp = 1. It is obvious that if 
p(i) is calculated by reducing this, this set of p and 
p(i) is the set which makes the g: minimum under the 
subsidiary conditions (2. 9). 

Next example is the apprOXimation where two clusters 
M and N and all their subclusters are retained cor­
rectly. According to (2. 11), sum of y( j) for the subset 
i of i is rei) defined by (2.10). Then the second term 
of g: given by (2.16) is 

~ y( j) = r(M) + r (N) - reM nN). (3.2) 
j 

(jS:;Mor N) 

In the sum of r(M} + r(N), we have summed y(i) for 
i which is included in the common part M n Nand N 
twice, and so that contribution is substracted. Then 
the variational function includes only the distribution 
functions for the clusters,M,N. and Mn N if we 
assume that the first term is also expressed in terms 
of p(M), p(N), and p(M n N). When they are determined 
to make the g: stationary with the subsidiary condi­
tions that those for M and N reduce to that for M n N 
correctly, then the set of distribution functions obtain­
ed by reducing the distribution functions for M and 
Nand M n N is obviously the set which is determined 
so as to make the variational function g: given by 
(2.16) stationary under the subsidiary conditions 
(2. 9). The result obtained in this way has less Lag­
range multipliers than the set (2.37). 

We have considered two trivial examples, where the 
result contains far less Lagrange multipliers com­
pared with the general result in the last section. The 
simpliCity is obtained by noticing which Pt (i) actually 
appear in the expression of the entropy in the varia­
tional function, g: given by (2.16), in the approxima­
tion considered. 

In general, when the apprOximation is specified by the 
set of preserved clusters Mi and their subclusters, 
the expression for the entropy is expressed as 

~ y( j} = ~ (M i ) - Z:;. r(Mi n Mj } 
1 • ,> J 

(isMi'i~1,2, ••• ) 

+ I: r (Mi n~ n Mk ) - + ... ±r (nMi ), (3.3) 
i>j>k 
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which is expressed in terms of the distribution func­
tions for the M j and their common parts;nMi denotes 
the common part of all the clusters Mi' Keeping this 
fact in mind, we proceed in a similar way as in the 
preceding section. Let us call the common parts of 
Mi'including themselves as m,n,etc., and define yt(n) 
for n as 

rem) = L: t yi(n) , 
n 

(3.4) 

(n~m) 

where the dagger (t) on the summation sign means 
that the summation is taken over the clusters M; and 
their common parts. Then the entropy term in F 
given by (2.16) is expressed as 

:0 
i 

(jf;M
i
;j=1,2, ••• ) 

(3.5) 

where yi(n) is defined in terms of rem) by (3.4),and 
so expressed in terms of Pt (n) for Mj and their com­
mon parts. 

In the next place,ht(n) is introduced by 

H(m} = :0 i hi(n), (3.6) 
n 

(n:;;;m) 

and then the first term in (2.16) is expressed as 

:0 
j 

(i:;;;M j ;i=1,2, ••• ) 

(3.7) 

so that the variational function 5' in our approxima­
tion is given by 

Introducing r 1 (m) and I' i (n) by 

r 1(m) = kT trmPt(m) lnp(m), 

r 1 (m) = :0t 1'1 (n), 
n 

(n:;;;m) 

and lngt(m) by 

lnp(m) == :0 lngt(n), 
n 

(nbm) 

so that 

yi(n) = kT trnPt(n) lngt(n). 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

We add L~Yi(n) given by (3.12) to the right-hand side 
of (3.8) and then subtract the same quantity L~Yi (n) 
which we express in terms of Yl(m) defined by (3.9). 
Then the variational function 5' is expressed as 

3' = L; 't tr p t (m)[h (m) + kT lngt (m)] 
m m 

+ L: t t (m) m 1'1 , (3.13) 

where y~(m) is defined by 

r ~(m) == kT tr pt(m){lng: (m) - lngt(m) - 1] + kT 
m (3.14) 

and 

:0 Y2t (n). 
n 

(3.15) 

(nbm) 

The Lagrange multipliers Au(m - m';m') are intro­
duced to secure the reducibility of p{m) to p(m') when 
m' is one of such common parts of m and M j that no 
common part of m and Mj includes m' ,that means no 
m" included in U exits for which m'cm' 'cm. The 
Lagrange multiplier to secure the normalization con­
dition 

(3.16) 

is called fi (m). Then the variational function g: is 
given by 

5' = :0 t trmPt (m)(hi (m) + A t(m) + kT lngt(m) - ft (m» 
m 

+ 2:;\j(m). 

Here y~(m) is given by 
m 

r~(m) = {r1(m) given by (3.14)} + F(m), 

r;(m)= L;ty~(n), 
n 

(nb m) 

where F(m) is coupled with f t (m) by 

F(m) = 6 t ft(n) 
n 

(n:;;;m) 

and A t(m) for a cluster m is 

At(m) =- ~t At(m - m',m') 
(m'c m) 

(nom If EU:m'c m "C m) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

+ At(n - m,m). (3.21) 

(non 'EU :mcn' cn) 

It is noticed here that the differentiations of (3.17) 
with respect to the Lagrange multipliers give the 
subsidiary conditions which are to be secured by 
them. Hence they may be determined by the station­
ariness conditions, instead of the subsidiary condi­
tior.s. 

The variation with respect to Pt (m) gives for lngi (m) 

lngt(m) = j3[tt(m) - ht(m) - A t(m»), 

so that 

p(m) = exp{f3[F(m) - H(m) - At(m)]} , 

where 

(3.22) 

(3.23) 

Af(m) = :0t 
n 

(nq:m cr n) • 
(non 'EU:n nmCn'C n) 

At(n - nnm:nnm). 

(3.24) 

Here the restriction for the summation is such that it 
is taken over all those n that there exists no com­
mon part of M i' which is a subcluster of.n and has 
nnm as its subcluster. Note that in the effective 
Hamiltonian H(m) + II t em) for the cluster m, A ten -
nnm;nnm) may be regarded as an effect to the sub­
cluster nnm due to the cluster n - nnm which is out-
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side of m. F(m) is determined by the normalization 
of p(m) , so that 

+ >..(mjj,k) + >..(m;k,l) + >..(m;j,l)] + JjkS/Sk. 

+ ~/ S/S/ + Jk/Sk,S/} (4.3) 

exp[- ,BF(m)l = trm' exp {- f3[H(Il') + At (m)]} . 

Substituting these into (3. 17), one obtains 

F = L:tft(m), 

(3.25) For the case of spin i ,the Lagrange multipliers 
take the form 

(3.26) 
m 

where j t(m) is calculated from the values of F(m) cal­
culated by (3.25), with the aid of (3.20). 

As the result, in this formulation, the general expres­
sions for the distribution functions for the cluster 
M i and their common parts and that for the free 
energy have been obtained. The parameters or the 
Lagrange multipliers must be determined either by 
the self-consistency conditions or by the variational 
principle. If one determines the distribution function 
for those subclusters of Mi that are not common parts 
of Mi by reducing those for Mj or their common parts, 
then the set of the distribution functions makes the 5' 
stationary under the subsidiary conditions (2.42). The 
same result is obtained by introducing less Lagrange 
multipliers in the present formalism, and this forma­
lism is more convenient when some subclusters of 
M i are not common parts of Mi' 

The conclusion of this section is that the general 
expression for the distribution function for the clus­
ters Mi and their common parts are given by (3.23) 
with (3.24) in terms of the parameters or the Lag­
range multipliers ~t and F(m). F(m) is determined 
by the normalization of p(m); that gives (3.25). >.. tare 
determined by either of the following two procedures: 
(i) >.. t (n - m, m) must be determined by the reducibility 
of p(n) to p(m). Once >..t are determined, F(m) is cal­
culated by (3.25) and the free energy F is obtained 
via (3.26) and (3.20). (ii) we first calculate F(m) in 
terms of >.. t by (3.25) and then F via (3.20) and (3.26). 
Now F is a function of >.. t. >.. t are so determined as 
to make the obtained expression for F stationary. 
The obtained value of F is the free energy of our 
system. 

4. TRIANGLE APPROXIMATION 

The purpose of the present and the following sections 
is to illustrate the method of applying the formalism 
presented in the preceding sections to simple exam­
ples. The discussions in those sections will be re­
stricted to the Heisenberg model where the exchange 
integral is nonzero only between nearest neighbor 
pairs of spins. In this section, we consider the 
approximation where clusters of three spins are 
preserved. The general results in Sec. 2 read as 
follows: 

p(j) = exp{3[F(j) + hS jZ + B X(k;j)], (4.1) 
k 

p(j,k) = expp{F(j, k) + h(Sjz + Sk;) 

+ 6 [>..(lij) + >..(ljk) + >..(lij,k)] + JjkS/Sk}, 

(4.2) 

p(j,k,l) = exp{3{F(j,k,l) + h(Sjz + Sh + Sl.) 

+ B [X(mjj) + >..(mjk) +>..(mil) 
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(4.4) 

>..(l;j,k) = >"l(l;j,k)Sjz + >"2(l;j,k)Skz + >"3(l;j,k)SjZSkz 

+ >"4(1;j,k)~'Sk . (4.5) 

The coefficients are determined either by the self­
consistency conditions that (Sjz),(Sj2Skz),and <SJSk> 
are calculated consistently by these reduced density 
matrices or by the stationariness conditions that the 
free energy must be stationary with respect to the 
variations with respect to >... 

For the pair apprOXimation, >..(k;j) have been found to 
be zero for a pair of spins j and k which are farther 
apart than nearest neighbors, 11 and so that approxima­
tion has been found to be equivalent to the bond 
approximation where j{j, k) are retained only for the 
nearest neighbor pairs of j and k. For our present 
case it is not likely to occur that some >..(1, k) or 
1t(lij,k) are automatically zero. Hence the problem 
of taking account of all triplet correctly becomes a 
formidable one. However, we believe that the con­
tribution j(j, k, l) becomes less important when j, k 
and 1 are far apart with each other. In this situation, 
it will be sensible to consider either of the following 
two approximations: 

(1) Triangle approximation where j(j, k, l) are re­
tained only when h(i) is nonzero for all three pairs 
from j, k, and l. 

(2) An approximation where j(j, k, l) are retained 
only when h(i) is nonzero between two or three pairs 
from j, k, and l. 

The triangle approximation will be considered in this 
section. For the case of spin t, the reduced density 
matrices are given by 

p(j) = exp{3[F(1.) + (h + z>")~z]' (4.6) 

p(j,k) = exp{3{F(2) + [h +(z - 1)>" + 11 3>"'](SjZ + Skz) 

+ II >..'S. S + (J + II ,\"')S'S} (4.7) 3 JZ kz 3 J k , 

p(j ,k,l) = exp{3 {F(3) 

+ [h + (z - 2)>.. + 2(11 3 - 1)1t'](SjZ + Skz + Slz) 

+ (113 - 1)>.." [SjZSkz + SjZSIZ + SkzSlz] 

+ [J + (113 - 1)>"'''](Sj . Sk + Sj' Sl + Sk' Sl)}' 
(4.8) 

where 113 is the number of triangles which consist of 
one fixed bond and two others in the lattice. FU), 
F(2), and F(3) are 'calculated with the aid of the nor­
malization conditions for the p( i) from these expres­
sions. The free energy is given by 

f = F(t) + iZ(F (2) - 2F(1» 

+ tZII3(F(3) - 3F(2) + 3F(1») (4.9) 

in terms of them. The Lagrange multipliers X must 
be determined by the reducibility conditions or the 
variational prinCiple to make this F stationary. 
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For the case when spin is more than!, it is practical 
to introduce an approximation to use (4.6)-(4.9), the 
self consistencies for the expectation values other 
thanS 'z,S 'zS kz,and Sj' Sk are neglected. This is 
simil~r t6 the constant coupling approximation com­
pared to the pair or bond approximation. 

Oguchi et al. 8 introduced an approximation where 
p(j, k) for a pair and p(j, k, 1 ) for a triangle cluster 
are given with a set of parameters and determined 
the parameters by the reducibility conditions. Com­
paring with our formula, their expressions for the 
reduced density matrices have been given on a more 
intuitive standpoint. 

5. SQUARE APPROXIMATION 

For an Ising system of a square, simple cubic, and 
body-centered cubic lattices, Kikuchil introduced 
the square approximation next to the bond approxim­
ation. In the square approximation, the reduced den­
sity matrices for four spins constitute a square 
where each edge connects a pair of nearest neighbors. 
We shall consider to apply this approximations to the 
Heisenberg model of ferromagnets. 

The preserved clusters in the approximations are 
the square and their subclusters. The common parts 
of the squares are clusters of two spins at nearest 
neighbor sites and clusters of one spin. The reduced 
density matrices for them are read from the result 
of Sec. 3 as follows, when spin is to 

p(j) = exp{3[F(1) + (h + z,\)Sjz], (5. 1) 

p(j,k) = exp{3{F(2) + [h + (z - 1)'\ + " 4,\/](5jz + 5 kz ) 

+ I1I,\"SjzSkZ + (J + " 4"-"')Sj'Sk}' (5.2) 

p(i,j,k, l) = expj9{F(4) + [h + (z - 2)'\ + 2(114 - 1),\1] 

X (S;z + Sjz+ Skz + Slz) + (11 4 -1),\" 

x (S;zSjZ + SjzSkz + SkzSIZ + 5 /z S;z) 

+ [J + (114 - 1),\'"] 

X (S;'Sj + S/Sk + Sk'SI + S/S;)}. (5.3) 

F(l), F(2), and F(4) are calculated by the normaliza­
tion of these. The expression for the free energy is 
given by 

: = F(1) + ! z[.F(2) - 2FW] 

+ i zl1l[F(4) - 4F(2) + 4F(t)]. (5.4) 

Here "4 is the number of squares which have a given 
bond as an edge; "4 = 2,4, and 9 for the square, sim­
ple cubic, and body-centered cubic lattices, respec­
tively. The Lagrange multipliers ,\ are determined 
either by the self consistency conditions that the 
averages of SjZ,SjZ Skz' or S/Sk calculated by these 
are the same or by the stationary conditions that the 
F /L is stationary with respect to the variations '\. 

We may introduce an apprOximation where the above 
formulae are used when spin is more than! . 

6. ON THE P. R. WEISS APPROXIMATION 

Here we shall consider an approximation, for the 
Heisenberg model, which resembles the P. R. Weiss 

approximation. The P. R. Weiss approximation was 
introduced for a lattice where the lattice can be 
divided into two sublattices, A and B, such that all 
the nearest neighbors to a lattice site, belonging to 
A, belong to the other sublattice B, and vice versa. 
The examples are the square, simple cubic, body­
centered cubic lattices. In this approximation, the 
distribution function of z + 1 spins, which consists 
of a spin and its z nearest neighbors. The reduced 
density matrix is assumed to be 

p(z+t>(j,k 1,k2, •.• ,kz) = exp{3(F(z+ 1) + hSjZ 

+ [h + (z- 1),,-1 E. SklZ + E. JS/Sk/). (6.1) 

,\ is determined such that (Sj) and (S~z) are equal 
with each other. 

Let us consider in our scheme an approximation 
where the preserved clusters are the clusters of 
z + 1 spins, which consists of a spin on the sUblat­
tice A and its z nearest neighbors and their sub­
clusters. For this case, the common parts of the 
clusters of z + 1 spins are clusters of a pair of 
next neighbor spins on sublaUice B and clusters of 
one spin on B. The reduced density matrices for 
them are given, according to the results of Sec. 3 as 

p(t)(j) = exp{3[F(1) + (h + z,\ + z',\') Sjz]' (6.2) 

p<f) U, k) = expf3{F 2 (2) + [h + z,\ + (z' - 1)'\' + 2,\"] 

x (Sj z + S kJ + 2'\'" Sj zS kz + 2,\NS/s,), 

p(z+1) (j, k1' k 2, •. • , k z) 
(6.3) 

= eXPf3(F(z+l) + hSjZ + [h + (z - 1)"- + (z' - ZH) 

x ,\' + ~"] t Sk z + J t S/ Sk ) , (6.4) 
1=1 I 1~1 I 

for the case of spin!. 

For the case when the spin is larger than ~,we have 
to introduce more Lagrange multipliers and self­
consistency conditions. However, we consider the 
approximation to neglect them. Then we have the 
same expressions and the same self-consistency con­
ditions as for the case of spin!. If one neglects 

(2) (2) 
further f 2 ,lng 2 so that ~" , ,\" , ,and ~lV, then one 
gets 

p(z+1)(j,k1,k2,··· ,kz) 

= eXPf3~(z+l) + hSjZ + [h + (z- 1)"-] 
z z 

x ~ Sk 2 + J ~ S.' Sk \ • (6.6) 
1=1 I I ~1 J I) 

The structure of this p(z+l) is completely the same 
as the one in the P. R. Weiss apprOXimation. However, 
the condition to determine ,\ is that (Sjz) calculated by 
p(z+l) and p(t) are equal to each other. Hence (SkZ) 
will be different from (Sj)' It is not easy to argue 
which gives the better result. In this approximation 
all the nearest neighbor pairs of spins are consider­
ed correctly, and so this is considered to be better 
than the constant coupling approximation. 
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7. VALIDITY OF THE PRESENT SCHEME 

In the preceding sections, we discussed how the 
cluster variation method is applied when the distri­
bution functions or the reduced density matrices are 
correctly considered for a certain type of clusters 
of lattice sites. In this section, a discussion is given 
about when the method is useful. 

When the exact macroscopic properties cannot be 
calculated, we consider the problem of how properties 
of a small system can represent the properties of 
the macroscopic systems. The answer will be that a 
reasonable fit is expected if the length of correlation 
Rc- e.g.,the distance at which the spin-pair correla­
tion function o(R;j) = (StS}) - (St) (S}),decays to 
zenr-is fairly small compared with the dimension 
L of the small system; e.g.,Re < i L. In the cluster 
variation method, if we consider the clusters of dimen­
sion up to L, we include all the effects of the correla­
tions involved within this length and hence we expect 
very good results if R e < L, because the contribution 
from the larger clusters can, in this case, be ignored 
when the free energy is minimized. If we consider a 
system at high temperatures, the correlation length 
will be short and we can easily calculate the proper­
ties of a macroscopic system by considering the 
clusters of reasonable dimensions. 

At low temperatures, the spin-wave excitations are 
good excitation modes for the Heisenberg magnet,12 
and the correlation length is expected to be very 
large. But if the temperature is not so low, the wave­
length of the spin waves which plays an important 
role will not be very large. In that case, the spin­
pair correlation function o(R;j) will decay to a small 
value when the distance Rif becomes of the order of 
the wavelength. Thus we may expect reasonable re­
sults by including the clusters up to the dimension of 
that wavelength. The other case when the correlation 
length becomes large is the critical region. 

For the high temperature expansions, the extrapola­
tion methods have been shown to be very powerful 
up to the critical point.1 0 For the present scheme 
of approximations, we hope that extrapolation of the 
results obtained with the aid of successively larger 
clusters will again lead to reasonable results for the 
low temperature as well as the critical region. Appli­
cation of the present method to the square Ising 
model is under consideration. It is hoped that the 
exact results of On sager 13 and Yang 14 will be repro­
duced in a good approximation. 
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APPENDIX: EFFECT OF POTENTIALS FOR THE 
IGNORED CLUSTERS AND THE WEISS 
MOLECULAR FIELD APPROXIMATION 

When the cluster i is not a preserved cluster and h(i) 
is not zero, P t (i) must be approximately expressed in 
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terms of pt(j) for the preserved clusters j. A method 
of doing this has been suggested in Sec. 2. Then 

(A1) 

in Eq. (2. 9) is replaced by 

(A2) 

where Tr means the trace over i and also over spins 
in j which are not equal to any of i, if any. In the 
variational calculations, we need the first derivative 
in addition to the value itself for pte j) = p(j). Hence 
instead of (A2), one may use 

Trh(i)p(i;{p( j)}) 

+ BTrh(i)[op(i;{P(j)})/op(j)][Pt(j) - p( i)]. (A3) 
i 

It is noticed that (A2) and (A3) have the same value 
and the same first derivatives when pte j} = p( j). 

If one uses (A3) instead of (Al) in Eq. (2. 9), the coef­
ficient of p/ i ) plays the role of the effective potential 
for the cluster i and hence added to h(j). Then the 
argument in the later part of Sec. 2 is valid, where 
h( j) must be replaced by the one which includes the 
effective potentials due to the potentials for the ignor­
ed clusters. The terms which do not depend on Pt (j) 
in (A3) should be added to the final expression for 
the free energy. 

Let us consider the well-known example of the Weiss 
molecular field approximation. It is well known that 
it is obtained by retaining only r(j) for clusters com­
posed of one spin in the second line in Eq. (2. 9), 
approximatins- Pt (j, ~ by pt(j)pt(k) in the first line 
and taking Pt (j) to be diagonal in the representation 
in which Sj. is diagonal. For this case, the expres­
sion corresponding to (A3) is 

trj,,Jt(j,k)p(j)p(k) + trj [trkh(j,k) p(k)][pt(j) - p(j)] 

+ trk[tr j h(j, k)p(j) ][pt(k) - p(k)], (A4) 

where h(j,k) = - Jjk~ ·Sk. Using the assumption that 
p/j) and hence p(j) is diagonal with ~z' this reduces 
to 

Jj k (Sj.> (S k'> - tr j'lj k(Sk'>Sj .Pt (j) 

- trk~k(Sj,>Sk.Pt(k). (A5) 

In the approximation where only f(j ) are retained in 
Eq. (2. 37), including the second and third terms in 
(A5) in the effective potential in h(j) andH(k),and 
(2.34) and (2.37) are read as 

p(j) = expJ3 r(j) + G + t;: Jj k (S k .>) Sj z], (A6) 

F = B ~k (Sjz) (Skz) + B F(j). (A7) 
j>k j 

Here F(j) is determined by the normalization of (A6) 
and (SkZ > is determined by calculating the average of 
5j z using the distribution function (A6) and solving 
the resulting equation for (Sj) = (5 k'> for the ferro­
magnet. These are exactly the expressions in the 
Weiss molecular field approximation. 
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